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3

The Demographic Faces
of the Elderly

LINDA J. WAITE

Much of the world is aging rapidly. Both the number and proportion of
people aged 65 years and older are increasing, although at different rates in
different parts of the world. The number of older adults has risen more than
threefold since 1950, from approximately 130 million to 419 million in 2000,
with the elderly share of the population increasing from 4 percent to 7 per-
cent during that period. In the United States, those aged 65 and older cur-
rently make up about 13 percent of the population. The US Census Bureau
(2004) projects that in 25 years this proportion will exceed 20 percent. Over
the next 50 years the United States will undergo a profound transforma-
tion, becoming a mature nation in which one citizen in five is 65 or older.
(Now, one person in eight is that old.) The dramatic increases to come in
the older population will exert powerful pressures on health care delivery
systems, on programs such as Social Security, Medicare, Medicaid, and
Supplemental Security Income that provide financial support, and on social
institutions such as the family that provide instrumental, financial, and emo-
tional support for the elderly.

As part of the same process, the older population itself will age, with
large increases in the number of people who are 85 and older. In 2004,
these oldest-old Americans accounted for just over 1 percent of the popula-
tion (US Census Bureau 2004), but they exert a disproportionate effect on
both their families and the health care system. These oldest-old men and—
more frequently—women are much more likely than the young-old to live
in nursing homes, to have substantial disabilities, and to have restricted fi-
nancial resources.

Both the American population and the population of the world are
adding oldest-old members at a much faster rate than any other age group.
This means that the numbers of very old people will increase and the pro-
portion of the population that is very old will rise. The Census Bureau (2004)
projects that the US population aged 85 and older will double from about
4.3 million today to about 7.3 million in 2020, then double again to 15
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4 T H E  D E M O G R A P H I C  F A C E S  O F  T H E  E L D E R L Y

million by 2040, as members of the very large baby boom cohorts born af-
ter World War II reach these ages. If the Census Bureau is correct, by 2050
one American in 20 will be 85 years old or older, compared to one in 100
today.

Both the number of older adults in the population and their propor-
tion within the total population are concerns. The number of older adults
we can expect in the future tells us something about how many hospital
beds, geriatricians, home health aides, and nursing home beds will be needed.
The proportion of the population that is old, and especially oldest-old, tells
us how many working-age adults will be available to provide financial sup-
port to the elderly and to work as home health aides, geriatricians, food
services workers, and so on. Thus, a large number of older adults has differ-
ent implications in a large overall population than in a small one.

Many parts of the world are undergoing this demographic transfor-
mation. More than 18 percent of Italians are 65 and older, with Sweden,
Belgium, Greece, and Japan just slightly younger. As these figures suggest,
Europe has the highest proportion elderly and will probably remain the oldest
region for decades. But the rapid declines in fertility in Asia, Latin America
and the Caribbean, and the Near East/North Africa, combined with increases
in life expectancy, mean that the proportions elderly in these regions will
more than triple by 2050 (RAND 2001).

All the men and women in the world who will be very old in 2050 are
alive today. Their maximum numbers are known. But how long these men
and women will work, how long they will live, and what their resources
and their needs will be are not known. We know little about the risks of
illness and disability that will face older adults over the next half century.

We cannot plan for population change or design appropriate and ef-
fective responses without understanding, for example, the processes that
underlie increases in longevity, the mechanisms that accelerate or delay the
onset of disability, the incentives that affect retirement decisions, including
employment and saving for retirement, and the role of public programs and
policies in all of these factors.

Given that the vast majority of those who will make up the older popu-
lation in the United States in next 50 years are already born and living in
the country, the size of the older population in the future depends on how
long these people will live. This past century has witnessed a remarkably
constant decline in age-specific death rates. During the early part of the
century, declines in death rates occurred when infectious diseases were
brought under control. Since 1960, death rates from cardiovascular disease
have fallen sharply, lowering overall death rates. Scientists continue to de-
bate how much room exists for further improvement in longevity, and the
outcome carries far-reaching implications. For example, the actuarial bal-
ance of the Social Security Trust Fund is more sensitive to alternative as-
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L I N D A  J .  W A I T E 5

sumptions about future trends in longevity than to any other factor, in-
cluding disability, immigration, wage growth, or inflation (Preston 1996).

History, biology, and disease

Both Robert Fogel and James Vaupel address this controversy, from differ-
ent directions but with remarkably similar conclusions. During his study of
Union Army veterans in the United States, Fogel and his colleagues (Chap-
ter 1) found that chronic disease and disability were ubiquitous in the cen-
tury prior to World War II, with a sizable proportion of those in their teens
and early adulthood afflicted. Since that time, the age at onset of chronic
disease has risen substantially, extending the period of healthy life and low-
ering mortality. Fogel and colleagues found that elimination of exposure to
specific infectious diseases during childhood and young adulthood contrib-
uted significantly to improving health, in part by increasing height and
weight, which led to a decline in morbidity and mortality.

This evidence prompted Fogel and colleagues to develop a “theory of
technophysio evolution,” which points to increasing human control of the
environment, including a dependable supply of food and water free of
pathogens, virtual elimination of exposure to many infectious diseases in
utero, infancy, and childhood, and improvements in personal hygiene,
clothing, housing, medical interventions, and public health practices. This
control over the environment has allowed human populations to greatly
increase average body size and to substantially improve the capacity and
robustness of vital organ systems, leading to an approximate doubling of
life span.

The theory of technophysio evolution has testable implications, as theo-
ries should. It implies that between the mid-1800s and the present day,
birth cohorts changed substantially in their stock of health capital at birth
and in the rate of depreciation of that capital over time, with later cohorts
having much greater health capital and much lower rates of depreciation of
it. This implies that the age of onset of chronic diseases and disability will
increase for later birth cohorts and that life expectancy will rise.

Perhaps the theory of technophysio evolution will replace James Fries’s
theory, proposed in the early 1980s, of a biologically fixed maximum hu-
man life span. James Vaupel and colleagues have developed testable impli-
cations of Fries’s theory and applied data from contemporary and historical
populations, from twin registries, and from Mediterranean fruitflies and other
nonhuman species to test the idea that human life span is biologically fixed.
Fries’s theory implies that death rates at very old ages should be relatively
stable, since virtually all death at advanced ages is due not to accident or
unlucky chance but to the wearing out of organ systems as the maximum
life span is approached. As recapitualated in Chapter 2, Vaupel found, in-
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stead, that death rates at older ages have declined substantially over the last
century, as the theory of technophysio evolution would suggest; even at
age 100, death rates among Swedish adults have fallen by half during the
last century. Fries’s theory further implies that genetically identical indi-
viduals should have identical maximum potential life spans. Vaupel’s work
on twin registries, however, found no evidence that Danish twins share a
maximum potential life span. If life span is fixed at some maximum, which
differs between species, then death rates should rise very rapidly as that
maximum is approached. But Vaupel’s work has shown that the reverse
appears to happen, with death rates for humans, Medflies, and other spe-
cies, reaching a maximum and then declining with increasing age. Vaupel
has not developed a theory of human aging and life span to replace the one
he has so effectively falsified. But Fogel’s theory of technophysio evolution
may prove a useful starting point.

Both Fogel and Vaupel conclude that we might expect further and per-
haps sizable increases in life expectancy in the United States and other coun-
tries, as we reap the benefits of extensive and intensive human control of
the environment, combined with what appear to be highly plastic mortality
rates at older ages and consequent expansions of life span. The policy im-
plications of these conclusions are enormous.

Clearly, disease and death are fundamentally biological processes, al-
though it has been recognized at least since Malthus and Durkheim that
they take place within a social context that profoundly influences them.
The last decade has seen a burgeoning of interest within demography in
the specific physiological processes underlying the relationships we study,
for example the connection between socioeconomic status and health, or
the causes of racial disparities in health and disease. Biology also joins with
demography in Douglas Ewbank’s work (Chapter 3) on the contribution of
genes to differences in mortality for a specific disease and to all-cause mor-
tality. Ewbank began by estimating the proportion of deaths in the United
States that could be attributed to Alzheimer’s disease. Using two different
approaches, he found that only one in four Alzheimer’s deaths was listed as
such on death certificates, and that a more complete count would put
Alzheimer’s disease on a par with cerebrovascular disease as the third-lead-
ing cause of death in the United States.

Ewbank extended the methodological underpinning of this work to-
ward “demographic synthesis,” through which he combined various types
of data from different studies—say, information on incidence of disease from
one study with data on prevalence by age from another—to answer ques-
tions about the contribution of genotype to mortality from Alzheimer’s dis-
ease. Obviously, this approach can be generalized to other chronic diseases.
Less obviously, it can be generalized to studying the population-level ef-
fects of genetic variability and the development of chronic disease. Ewbank’s
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L I N D A  J .  W A I T E 7

approach allows demographers to incorporate data from clinical studies into
models of population processes, arguably giving us the best of both worlds
in our effort to understand health, disease, and length of life.

Why is higher socioeconomic status associated
with better health?

This question has long puzzled scholars, policymakers, and members of both
advantaged and less-advantaged groups; speculation abounds about the
causal processes at work and the medical and policy interventions that might
mitigate health disparities. We know that regardless of the measure of so-
cioeconomic status we use, those with more of it tend to live longer,
healthier lives. James Smith (Chapter 5) has found that the proportion of
adults who report their health as excellent or very good is 40 percentage
points greater in the highest than in the lowest income quartile (see his
Figure 1). The gradient is at least as large if educational attainment is used
as the measure of socioeconomic status, with the poorly educated much
likelier than those with more education to suffer higher mortality from
almost all causes, including diabetes, hypertension, and heart disease, and
to show higher levels of disability, functional loss, and cognitive impair-
ment (Crimmins and Seeman, Chapter 4). These differences by income and
education are reflected in large health and mortality differentials by race
and ethnicity in the United States, although blacks tend to be more disad-
vantaged and Hispanics less clearly disadvantaged relative to whites once
we take education and income into account. Of course, the relationship
between socioeconomic status, health, illness, disability, and mortality for
blacks, whites, and Hispanics is more complicated than this broad outline
suggests, as Crimmins and Seeman make clear. One of the most important
research and policy questions facing demographers, epidemiologists, phy-
sicians, and health care providers focuses on the pathways through which
education, income, and other measures of inequality affect health, illness,
disability, and life expectancy.

Three of the chapters in this volume summarize programs of research
that investigate social differentials in biological and physiological processes
that affect health and illness. This research, together with that done by the
larger scientific community, has begun to change, fundamentally, the way
social scientists think about social inequality, the way behavioral scientists
think about the role of psychosocial factors in well-being, and the way epi-
demiologists think about public health. It has also begun to change the way
physicians, medical researchers, and biologists think about gene expression
and about processes at the level of the cell, organ system, and organism. Of
course, this ongoing process is encountering much resistance in both the
social/behavioral and biomedical camps, at least in part because many schol-
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ars, trained in another era, have little knowledge or understanding of cur-
rent approaches in unfamiliar disciplines.

Research on disparities in health has concentrated on a few key as-
pects of socioeconomic status—income or wealth, education, and occupa-
tion, the benefits that these bring for health, and the mechanisms through
which they work. Clearly, there are incomplete overlaps between the sev-
eral aspects of socioeconomic status, and they operate in very different ways
in delivering health and long life. And, although low levels of income or
education may lead to declines in health and the onset of illness, poor health
and illness may also lead to declines in income and wealth, and, early in
life, may curtail education as well. The same characteristics that lead some
people to invest little in their own education may also lead them to invest
little in their own health, so that socioeconomic status and well-being are
linked through their shared causes but do not cause each other.

Eileen Crimmins and Teresa Seeman (Chapter 4) propose a model in
which demographic characteristics affect health outcomes directly and through
their effect on biological processes such as inflammation. Socioeconomic sta-
tus affects health only through its effect on health behaviors, like smoking,
and social psychological factors, like depression, and these affect biological
process and, thus, health outcomes. In a novel approach, Crimmins, Seeman,
and their colleagues show that educational disparities in health can be de-
scribed by the age at which various groups experience the same rates or preva-
lence of health problems. Those with the lowest levels of education experi-
ence equivalent rates of disease prevalence starting 5 to 15 years earlier in
life than those with a college degree, so the aging process and related health
problems begin at much earlier ages for them. The physiological processes
through which education affects health and functioning include, for example,
markers of inflammation, which are related to cardiovascular disease and are
negatively distributed by education. Crimmins, Seeman, and colleagues find
that a more general measure of long-term wear and tear on physiological
systems—cumulative allostatic load—is significantly higher for those with low
levels of education and that differences in allostatic load mediate about a third
of the educational difference in mortality at older ages.

In Chapter 5, James Smith begins to unravel the connection between
income, education, and health. Looking at the consequences for older adults
of the onset of a major health event, he finds a substantial impact of a de-
cline in health on financial well-being, primarily through reduced earnings
rather than through medical expenses. At younger ages, those with the low-
est levels of education stand out both for their poor health and for their low
level of labor force participation, which reduces earnings and household
income. Smith concludes that health causes socioeconomic status, at least to
some extent. But does socioeconomic status cause health? In some impres-
sive detective work, Smith uses the exogenous increase in wealth resulting
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L I N D A  J .  W A I T E 9

from the large stock market gains during the 1990s to examine the impact
of changes in wealth on changes in health among older adults. He finds
that household income never predicts future onset of either major or minor
health conditions. So, in the short run, money does not buy health. But
education does. The chances of developing a new major or minor disease
fall with increases in years of schooling completed. But why and how?

Health benefits of education for the disease Smith studied, diabetes,
did not come either through higher household income or through greater
adherence to beneficial therapies among the well-educated. Perhaps, Smith’s
results suggest, education affects one’s ability to think abstractly about risks
and costs, allowing one to internalize the future consequences of current
decisions.

Andrew Steptoe and Michael Marmot (Chapter 6) propose a different
conceptual model of the relationship between socioeconomic status and dis-
ease, especially cardiovascular disease, on which they focus. They argue that
the disadvantaged tend to have relatively few protective resources such as
social support and effective coping responses, while they tend to face greater
adversity than those of high status. The combination of high adversity and
low resources to cope with it negatively affects biological responses, increas-
ing the risk of cardiovascular disease.

Steptoe and Marmot show that many of the factors involved in vascu-
lar inflammation and processes of blood clotting are sensitive to psychoso-
cial stress. And, although they find few differences in stress reactivity by
socioeconomic status, they see significant differences in recovery following
stress, with a greater likelihood of incomplete recovery in those of lower
status. Thus, given stress, socioeconomic status seems to affect physiologi-
cal reactions to it. Steptoe and Marmot argue that lifestyle is probably the
most important pathway through which socioeconomic status affects coro-
nary heart disease, through smoking, nutrition, alcohol consumption, and
exercise. Their Whitehall II study suggests that these lifestyle choices ac-
count for about a quarter of socioeconomic differences in heart disease
among civil servants in London.

Aging, work, and public policy

The vast majority of Americans aged 65 and older receive government trans-
fers, primarily through Social Security and Medicare, and so are dependent
on these programs for at least some of their support. The number and char-
acteristics of older adults alive in the future will determine how much the
government must pay in future benefits—given the current formula—and
the number of working-age adults at that point will determine how many
workers are potentially available to support the expected number of ben-
eficiaries.
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We can summarize the number of adults potentially available to sup-
port the older population using the old-age dependency ratio, the ratio of
those aged 65 and older to those aged 20 to 64. Of course, not all older
adults receive support (although 93 percent of the elderly receive Social
Security benefits) and not all young adults provide it, but the ratio allows
us to view the outlines of at least potential generational exchange. In the
United States, old-age dependency ratios will probably double between now
and 2050, from about 0.2 around 2000 to about 0.4 by the middle of this
century (Lee, Chapter 7, Figure 6). This means that in about 50 years each
working-age adult will have twice as many older adults to support as is
currently the case. Because Social Security is structured as a transfer from
the current working population to the current beneficiary population, the
Social Security tax must rise or benefits must fall when the number of ben-
eficiaries increases in proportion to the number of working adults paying
the tax, at least in the long run. Elderly support ratios point to the coming
increase in the number of beneficiaries per potential worker, and so point
to the need to closely monitor the future health of financial support poli-
cies for the elderly.

Although the sheer number of older adults will have a large effect on
the amount of various kinds of support that society must provide, the costs
of retirement and disability programs depend on the benefits they provide
and the number of people who receive them. And it is unclear what will
happen to these factors in the future.

The Census Bureau’s middle-series projections of the size of the older
population assume that in 2050 life expectancy at birth will have risen for
US males from 71.8 years today to 79.7, and for females from 78.9 years
today to 85.6. But if the same gains in longevity are achieved over the next
50 years as were gained in the last century, life expectancy in 2065 would
reach 86 years (Lee and Carter 1992). Substantial gains in life expectancy
could lead to an American population in which almost one in four people
was aged 65 and older and one in 15 was aged 85 and older. This would be
a very different country, with very different demands for health care and
related services and for financial support of the aged, than the one of today.

In Chapter 7, Ronald Lee describes a program of research that uses the
inherent uncertainty in demographic processes to forecast population. Lee
extended this approach to bracket the uncertainty about consequences of
changes in population for public budgets. Beginning with methods for fore-
casting mortality, he also derived the probability distributions of age-spe-
cific death rates and life expectancy. He approached fertility in much the
same way, reasoning that once the fertility transition was over, fertility could
best be treated as a stochastic process; and after many attempts to develop
alternatives, this is the approach he settled on. With forecasts of fertility
and of mortality, one can provide a probability distribution for the forecast
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L I N D A  J .  W A I T E 11

of any demographic quantity, so now Lee had the tools in hand. But what
could he say about public policy?

Lee and his colleagues focused on the Social Security Trust Fund as a
key application of stochastic forecasting methods, eventually adding sto-
chastic forecasts of economic inputs usually viewed as uncertain, including
productivity growth rates and real interest rates, to the more familiar fertil-
ity and mortality rates. This approach led Lee and colleagues to forecasts
that differ in key ways from those developed by the Trustees of the Social
Security Trust Fund. And these differences have critical implications for the
long-run financial stability of the Fund.

The same approach, Lee has shown, can be applied to almost any other
public program. He has developed stochastic forecasts of the federal budget,
public spending on programs for youth and the elderly, and health care
costs, disaggregated by type of expenditure. This approach and the forecasts
it provides can point policymakers toward pieces of the puzzle that will de-
termine the future course of local, state, and federal budgets, enabling them
to understand and focus on those parts with the greatest uncertainty and
the biggest impact.

This basic approach drove David Wise (Chapter 8) in his effort to un-
derstand the link between demography, economics, and one key govern-
ment program—social security. Wise began with the observation that al-
most all industrialized countries have seen a notable decline in labor force
participation of older adults. This has happened in the period since the adop-
tion in these countries of both employer-provided pension plans and gov-
ernment-supported social security plans, both of which typically provide
benefits that depend on years of employment and one’s earnings history
during those years. The combination of declining rates of labor force par-
ticipation, longer life expectancy, and pay-as-you-go financing means that
governments in virtually all industrialized countries have made promises
they cannot keep. What caused the problem?

Wise and his colleague Jonathan Gruber designed a program of re-
search to answer this question, collaborating with scholars from 12 indus-
trialized countries, each of whom carried out identical analyses on the re-
tirement incentives built into the various countries’ social security programs.
The conclusions were striking: all countries showed a marked correspon-
dence between the age at which retirement benefits become available and
workers’ departure from the labor force. Social security programs provide
strong incentives for labor force withdrawal at older ages, often taxing con-
tinued participation at high rates.

Next, Wise and colleagues estimated the effects of changes in plan pro-
visions on labor force participation for each of the countries. They found
that across 12 countries with very different labor market institutions and
social security programs, the effects of the retirement incentives in social
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security programs are consistent and large: the greater the financial incen-
tives to retire at a particular age, the higher the rate at which workers do
so. The financial implications for the economies of these countries of changes
in plan provisions can also be sizable. Estimated costs to governments of
these benefits, offset by contributions made and taxes paid by those who
continue to work, show that these also can be large. The net implications
for governments depend on the extent to which current benefits are “actu-
arially fair,” increasing with delayed retirement to reflect the smaller num-
ber of years over which the benefits are taken and the larger number of
years over which contributions are made, and on the age at which benefits
are first available. In Germany, for example, where the mean age at retire-
ment for men is about age 62, the move to an actuarially fair benefit sched-
ule would, theoretically, raise the mean retirement age to just over 65 and
result in a net reduction in total government expenditures minus revenues
of about 43 percent of base benefits under the current system. By any cal-
culation, this is a huge effect. Clearly, changes in the provisions of social
security programs are an essential tool for policymakers trying to bring the
promises made to workers into line with the money required to fund these
programs.

How do we know what we know? Innovations in
data collection

The advances that we have achieved over the last several decades in our
understanding of the demography and economics of aging could not have
taken place without important advances in the data we use. Large-scale
surveys of populations have been compared in their importance for demog-
raphy to the Hubble telescope or the Human Genome Project—very com-
plicated, very expensive, but absolutely essential resources that are avail-
able to the entire community of researchers once they have been built and
are functioning well.

Two models of innovation in survey design and methodology are the
Wisconsin Longitudinal Study and the Health and Retirement Study, both
longitudinal, but one focused on a single birth cohort in a single state and
the other representative of the US population over age 52. Large, rich sur-
veys that follow individuals over a number of years, they allow research-
ers to investigate the processes which produce health, disability, poverty,
death, widowhood, labor force withdrawal, dementia, grandparenthood,
and the other experiences of older adults. The current generation of such
surveys often includes links to administrative data, such as records of doc-
tor visits, hospitalizations, and medical treatments, Social Security earn-
ings records, and death records. These surveys are beginning to expand
from simple answers to (often complicated) questions to direct measure-
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ment of physiological and biological processes such as immune function or
inflammation. And, of course, the measurement of key variables, such as
income and assets in the Health and Retirement Study or cognitive func-
tioning in the Wisconsin Longitudinal Study, has been the focus of almost
continual innovation and evaluation, generally with substantial improve-
ments in data quality. In Chapter 9, Robert Hauser and Robert Willis argue
that such data sets are an invaluable public resource, paid for with tax dol-
lars and ultimately aimed at improving the good of the community. A sys-
tem of survey data should, they argue, represent real populations, enjoy
sustained institutional support, be ultimately responsible to the public, in-
clude perspectives from multiple disciplines, cover multiple domains and
units of observation, and offer opportunities for flexibility, serendipity, and
scientific opportunism.

Large, ongoing surveys provide natural laboratories, if used wisely, for
close observation of particular populations, unusual events or characteris-
tics, or specific parts of a process. The Health and Retirement Study, with its
sample of more than 20,000 cases, has enough respondents for whom sur-
vey responses suggest mild cognitive impairment to permit an intensive study
of this population using assessments generally available only in clinical set-
tings. Ultimately this will allow the development of survey measures that
discriminate more finely among levels of cognitive function, provide esti-
mates of the prevalence of mild cognitive impairment in the general popu-
lation, and allow researchers to track the development of dementia and
Alzheimer’s disease.

The importance of the family

The changes that we can expect in the share of the older population and its
size have profound implications for families. Most older adults receive what-
ever care they need from relatives. Married older couples almost always
live alone and almost always count on each other for help. Husbands care
for wives with Alzheimer’s disease, wives help husbands who need help
bathing and dressing. The situation faced by older men is substantially bet-
ter on this dimension than that faced by older women, because most men
remain married until they die, while most women experience the death of
their husband and end their lives as widows. Some 75 percent of men aged
65 and older but only 41 percent of such women are married and live with
their spouse. Among those aged 85 and older, 58 percent of men and only
12 percent of women are married and living with their spouse (US Census
Bureau 2003a). Marriage provides older women with financial support,
which is especially important since many do not have pensions or retire-
ment benefits on their own account. So the differences in the chances of
widowhood between men and women, combined with differences in ac-
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cess to retirement benefits based on lifetime work, mean that older unmar-
ried women face very high chances of financial constraint and poverty. So-
cial Security exacerbates these problems by over-benefiting married couples
(who tend to be younger) and under-benefiting survivors, who tend to be
older widows (Burkhauser 1994). More than half of women aged 75 and
older who live alone have incomes below $10,000 per year, and the vast
majority have incomes below $20,000 per year. Even among the young-
old, most women living alone have relatively modest financial resources
(US Census Bureau 2003b).

Note that the rapid aging of the older population, described earlier,
has important implications, since the oldest-old tend to have very different
needs for health care and help from family. Half of all oldest-old adults re-
quire assistance with everyday activities such as bathing, dressing, eating,
and toilet use. Only about 10 percent of those aged 65 to 75 need such
help. So, as the older population ages further, the demand for assistance,
which could be met by paid helpers or by family members, will greatly in-
crease. The proportion of the elderly who are poor or nearly poor is sub-
stantially higher among the oldest-old than among the young-old. About
11 percent of those aged 65–74 are poor, compared to 20 percent of those
aged 85 and older (US Census Bureau 1996). If this situation persists into
the middle of the twenty-first century, the oldest-old, who are predomi-
nantly women, are very unlikely to be currently married. Thus, they must
receive family help—if they receive it at all—from siblings, children, or other
relatives. The result may be an increasing number of young-old daughters
retiring to care for their oldest-old mothers.

The next 50 years may see sizable increases in the proportion of older
men and women who lack family members to help them. More will reach
older ages without ever having married, and more will spend the end of
their lives having divorced and not remarried. Both of these changes will
likely be more common among men. Their effects also will have larger re-
percussions for men, because men are much more likely than women to
lose contact with their children following divorce (Lye et al. 1995). Also,
baby boomers had relatively small families, giving them few children to call
on for help later. On the plus side, increasing longevity will mean more
older years spent married, as both men and women lose their spouse at
older ages than in the past.

The family experience of the black and Hispanic elderly differs in a
number of ways from that of the white elderly. Older black men and women
are much less likely than either whites or Hispanics to be married; only
some 25 percent of black women aged 65 and older are married, compared
to 42 percent of whites and 37 percent of Hispanics. For men, the differ-
ences are even more striking: 57 percent of older black men are married,
compared to 77 percent of whites and 67 percent of Hispanics (US Census
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Bureau 1996). And marked declines in the proportion of black adults who
are married suggest that future generations of elderly blacks will have sub-
stantially fewer family members to draw on for support than older blacks of
today (Waite 1995).

Older adults most in need of help from others—either from govern-
ment programs or from family or both—are those in poor health, those with
few financial resources, and those with few or no family members they can
call on. All of these disadvantages appear most frequently among the old-
est-old, most of whom are widowed women. Health policy researchers, plan-
ners in insurance companies, social service agencies who serve the elderly,
individuals and families planning for the future, and state and federal gov-
ernments all need to take into account the coming changes in the makeup
of the future population of aging societies. Preventive steps taken now—to
improve health and functioning of individuals into the oldest ages, to en-
sure the health of the financial systems that support older adults, to en-
courage individual saving for later years, and to bring health care policies
and practices into line with future constraints and demands—can avert or
ameliorate a crisis later.

Advanced industrial societies face a challenge in improving health and
functioning at advanced ages, supporting families who are caring for older
members, helping today’s workers prepare financially for their older years,
and designing and implementing public policies to achieve these goals. Al-
though many difficult issues must be addressed to reach this goal, research
advances in the demography and economics of aging provide some of the
tools needed to plan for this future.

Note

References

Burkhauser, R. V. 1994. “Protecting the most vulnerable: A proposal to improve social se-
curity insurance for older women,” The Gerontologist 34: 148–149.

Lee, R. D. and L. Carter. 1992. “Modeling and forecasting the time series of U.S. mortality,”
Journal of the American Statistical Association 87: 659–671.

Lye, D. N., D. H. Klepinger, P. D. Hyle, and A. Nelson. 1995. “Childhood living arrange-
ments and adult children’s relations with their parents,” Demography 32(2): 261–280.

Preston, S. H. 1996. American Longevity: Past, Present, and Future. Policy Brief No. 7. Center
for Policy Research, Syracuse University.

RAND. 2001. Preparing for an Aging World: The Case for Cross-National Research. Washington,
DC: National Academy Press.

The preparation of this chapter was supported
in part by Grant No. P20 AG12857 from the
Office of the Demography of Aging, Behavioral

and Social Research Program, National Insti-
tute on Aging.

PDR 30 supp Waite/au/EPC/sp 1/26/05, 9:45 AM15



16 T H E  D E M O G R A P H I C  F A C E S  O F  T H E  E L D E R L Y

US Census Bureau. 1996. 65+ in the United States. Washington, DC: U.S. Government Print-
ing Office.

———. 2003a. “The older population in the United States: March 2002,” Figures 3 and 6
«http://www.census.gov/prod/2003pubs/p20-546.pdf»

———. 2003b. “Selected characteristics of people 15 years and over by total money income
in 2002, work experience in 2002, race, Hispanic origin, and sex,” Table 1 «http://
ferret.bls.census.gov/macro/032003/perinc/new01_019.htm»

———. 2004. “U.S. interim projections by age, race, sex, and Hispanic origin,” Tables 2a
and 2b «http://www.census.gov/ipc/www/usinterimproj/natprojtab02a.pdf»

Waite, L. J. 1995. “Does marriage matter?,” Demography 32(4): 483–508.

PDR 30 supp Waite/au/EPC/sp 1/26/05, 9:45 AM16



I .  HISTORY, BIOLOGY,
AND DISEASE

PDR 30 supp Fogel/au/EPC/sp 1/26/05, 9:59 AM17



PDR 30 supp Fogel/au/EPC/sp 1/26/05, 9:59 AM18



19

Changes in the Process
of Aging during the
Twentieth Century:
Findings and Procedures
of the Early Indicators
Project

ROBERT WILLIAM FOGEL

The results to date of the project called Early Indicators of Later Work Levels,
Disease and Death have exceeded expectations expressed in 1986, when we
began our work on it, because so many of the findings were unanticipated.
The original aim was to create a life-cycle sample that would permit a lon-
gitudinal study of the aging of Union Army veterans of the American Civil
War. Born mainly between 1830 and 1847, these veterans were the first
cohort to turn age 65 during the twentieth century. It was possible to cre-
ate the life-cycle sample by linking together information from about a dozen
sources, including the manuscript schedules of censuses between 1850 and
1910; regimental, military, and medical records; public health records; Union
Army pension records; surgeons’ certificates giving the results of successive
examinations of the veterans from first pension application until death; death
certificates; daily military histories of each regiment in which the veterans
served; and rejection records of volunteers.

The original plan was to draw a random sample of 39,300 recruits from
the regular regiments of the army. Since that sample produced too few black
veterans, we subsequently enlarged the sample by drawing about 6,000 vet-
erans from the black regiments. All told, the completed sample consists of
about 45,300 observations. It takes about 15,000 variables to describe the
complete life-cycle history of each veteran.

The project was funded by the National Institute on Aging in 1991
and has been extended by competitive applications in 1994 and 2001, each
time for five years. About 80 percent of the effort during the first two grant
periods was devoted to creating the life-cycle sample and about 20 percent
to analysis. Under the current award about 20 percent is for extension of
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the sample, 10 percent for outreach (to make this complex data set more
accessible to investigators outside of the project), and about 70 percent for
data analysis.

When the Early Indicators project began, it was led by a team of seven
senior investigators and four consultants. Of these, four were primarily
economists, one was a demographer, one was a specialist in biological an-
thropology, and five were physicians. The large number of physicians re-
flected the central role assigned to biomedical issues and their interaction
with socioeconomic factors. The biomedical group has been headed by
Nevin Scrimshaw, who was trained in biology, medicine, public health,
and epidemiology. He has been the principal investigator and consultant
in several major field studies concerned with the effectiveness of public
health and nutritional interventions on morbidity and mortality. He not
only greatly influenced our approach to biomedical issues, but profoundly
influenced the entire strategy of the project. Two other physicians deeply
involved in shaping the strategy were Irwin H. Rosenberg, a gastroenter-
ologist and head of the US Department of Agriculture’s Human Nutrition
Center on Aging at Tufts University, and J. M. Tanner of London Univer-
sity, a specialist in pediatric endocrinology, human growth, and the use of
anthropometric measures as indexes of nutritional status and general
health.

The output of the project has been substantial. So far the project has
produced more than 80 published papers, five books, and eight Ph.D. dis-
sertations. Another six papers have been accepted for publication. Dora
Costa’s book, The Evolution of Retirement: An American Economic History, 1880–
1890, won the Paul A. Samuelson prize for 1998 awarded by TIAA/CREF.
Two more dissertations are in progress, and about 40 working papers have
been completed or are in progress. So far 11 manuals for data users have
been published and CD-ROMs containing data have been distributed.

Many of the findings of the Early Indicators project were unanticipated,
and they significantly altered our research strategy as we proceeded. Of these
unanticipated findings, perhaps the most surprising was the discovery that
chronic diseases began earlier in the life cycle and were more severe at the
beginning of the twentieth century than at the end of it. This finding was
surprising because leading epidemiologists and demographers writing in the
1980s and early 1990s found what appeared to be credible evidence that
the extension of life expectancy had brought with it worsening health
(Verbrugge 1984 and 1989; Alter and Riley 1989; Riley 1989; cf. Riley 1990a
and 1990b; Riley 1997; Riley and Alter 1996; Wolfe and Haveman 1990;
Verbrugge and Jette 1994; Waidmann, Bound, and Schoenbaum 1995). By
the early 1990s that proposition had evolved into the “Theory of the health
or epidemiological transition,” a gloss on an idea originally proposed by A.
R. Omran, not to describe the change in the pattern of morbidity, but to
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describe the change in the pattern of mortality: from mainly deaths due to
acute diseases to mainly deaths due to chronic diseases (Omran 1971; Murray
and Chen 1992, 1993a, and 1993b).

Questions about the feasibility of the
research design

At the time we began the preliminary research into constructing a longitu-
dinal sample of aging based on Union Army veterans, there were no laptops
that could be carried into archives and no commercial software for the man-
agement of databases as large as the one we contemplated, even on main-
frames. There was no previous experience with creating longitudinal aging
samples based on microdata constructed by linking together information
on particular individuals from a dozen or more data sets covering nearly
the whole life cycle of these individuals. Moreover, the desired data for our
project were deposited in archives, mainly in Washington, DC and in Utah,
that were not accustomed to the traffic we created.

Some of those who commented on the project found the undertaking
highly dubious. They felt we were pushing computers and sampling tech-
niques beyond their capacity, and in a sense we were. Fortunately, the
advances in computer hardware and software were so rapid that we were
not ahead of this technology but at its leading edge, continually modify-
ing analytical techniques and research design to take maximum advan-
tage of the rapidly evolving technology.

Organizing the data retrieval and processing

Still another challenge was organizational. We had to create a network of
data retrievers, inputters, checkers, and programmers capable of putting the
data we needed into machine-readable form accurately, efficiently, and at a
low enough cost to make the enterprise viable. That organizational feat was
accomplished by Larry T. Wimmer of Brigham Young University. He ex-
ploited the talent of students at his university who, because of their interest
in constructing their own family genealogies, were already familiar with
archival research. He created a training program to introduce successive
teams of students to the specific skills needed for work in the records of the
US National Archives and the microfilm holdings of the Family History Li-
brary in Salt Lake City, which is part of the Church of Jesus Christ of Lat-
ter-Day Saints (Mormons). For much of the first ten years of the project,
Wimmer was supervising about 75 data retrievers, inputters, coordinators,
programmers, and analysts. Because of the tightness and efficiency of the
operation, Wimmer was able to keep the cost of transforming the data into
machine-readable form remarkably low, thus contradicting the forecasts of
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those who thought that the cost of the Early Indicators project would exceed
acceptable bounds.

Evaluating sample selection and other biases

Perhaps the most formidable obstacle to the design of the Early Indicators
project pertained to the reliability and range of applicability of the synthetic
longitudinal sample we aimed to base on the military and pension records
of the Union Army. Before 1991 it was widely doubted that a useful pro-
spective sample on aging for either an extinct or a living cohort could be
created synthetically, given the numerous risks of failure. Much of the skep-
ticism was focused on the pension records that were said to be corrupted by
agents who sought pensions for bogus veterans and by pension physicians
who were bribed to report nonexistent disabilities. Census records, it was
said, were more reliable and preferable.

Where the quality of census and pension records can be compared, as
in the case of variables that appear in both, such as name, place of birth,
and age, the pension records are far superior. Census records are subject to
frequent name misspellings, often because the census taker put down a vari-
ant spelling. Age and place of birth are often in error in the census because
the respondent did not know the place of birth of all residents in the house-
hold, or because of spelling errors for small European principalities. Census
records also suffer from age heaping and poor memory. In the pension
records, by contrast, numerous documents are provided to support claims
concerning name, age, and place of birth, including birth records, baptismal
records, enlistment and discharge papers, marriage certificates, affidavits by
neighbors and company officers, and death certificates.1

The contention that there would be a void of information in the Union
Army and pension records between ages 25 and 65 (between discharge from
the Union Army and enrollment in the pension system) also turned out to
be wrong. About 80 percent of all medical examinations of the veterans
pertain to those ages. There are frequent listings, by both age and date, of
occupation, residence, and health conditions during these ages.2

Sample selection biases due to linkage failure turned out to be far less
severe than some observers conjectured. Logit and OLS regressions were run
to identify factors that affected the odds of linking recruits to the various cen-
suses and military and pension records. The 11 behavioral variables used as
predictors are attributes obtained from the sample of recruits. The main find-
ing of these regressions is that being foreign born was the principal nonran-
dom factor accounting for the failure of linkage to the 1850 and 1860 cen-
suses. In linking to the 1900 and 1910 censuses, being a foreigner is much
less important in explaining linkage failure than in the pre–Civil War period.
The discrepancy is due primarily to the fact that about two-thirds of the for-
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eign-born recruits arrived in the United States after 1 June 1850 and about 7
percent arrived after 1 June 1860 and hence were not covered by the cen-
sus.3 In the case of the pension records, “died during the war” and being a
deserter are the principal reasons for nonrandom linkage failure.4

The predictability of the factors that explain linkage failure indicates
that biases introduced by censoring can be corrected by reweighting
subsamples having the relevant characteristics (this applies to subgroups
overrepresented as well as those underrepresented). However, tests revealed
that reweighting had little effect on estimates of key parameters.

Several other tests of the representativeness of the linked sample were
undertaken. One of these concerned the wealth distribution of all adult males
(aged 20 and older) in the households to which the recruits were linked in
the 1860 census. The distribution was lognormal and not significantly dif-
ferent from Lee Soltow’s (1975) random sample of the wealth of Northern
males aged 20 and older in 1860.

The most difficult problems of inference related to screening problems
stem from the varying dates of entry into the pension records. The govern-
ing principle in dealing with such data is that individuals are not at risk for
most purposes until they apply for a pension. Life tables constructed on this
principle for the period circa 1900 are similar to the mortality schedules
constructed from the death registration data but are somewhat lower, as is
to be expected, since the areas covered by death registration in 1900 were
still concentrated in locations where mortality rates were above the national
average (Preston, Keyfitz, and Schoen 1972; Preston and Haines 1991).

The prehistory of the Early Indicators project

Given the widespread doubts about the feasibility of the Early Indicators
project, it is worth considering how it ever got off the ground. The answer
lies in the prehistory of this project, which covers the period between 1955
and 1985. Those three decades produced a group of economists, well trained
in the new mathematical models and statistical techniques of their disci-
pline, who were focused on the explanation for modern, long-term eco-
nomic growth. These economists, who came to be called “cliometricians,”
sought to exploit the potentialities of the newly developed high-speed com-
puters, typified by the IBM 650 mainframe, that were being installed at
leading research universities across the country at deep discounts if the uni-
versities would agree to offer courses to students and faculty in how to use
them (Ceruzzi 2003).

I took part in a one-week course in how to program the 650 at Co-
lumbia University in the spring of 1957, as did many other cliometricians
about that time. Such exposure was not enough to master the art, but it
awakened in us the realization that a new era was at hand, in which moun-
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tains of microdata sets that were lying unexploited in various archives could
now be put to use in the quest for empirically well-founded answers to the
sources of American economic growth during the previous 150 years and
in the future.

In the mid-1960s, William N. Parker of Yale University and Robert A.
Gallman of the University of North Carolina, with the aid of a group of
their graduate students, sought to retrieve information from one of these
mountains of neglected data: the “manuscript schedules” of the US decen-
nial census of 1860. These were the original sheets of paper that the census
takers carried around to each household, farm, and business together with
instructions from Washington on how to fill them out. Since there were
over 6 million of these schedules collected for the 1860 census, Parker and
Gallman decided to draw a random sample of about 5,000 of the farm house-
holds with which they were concerned, thus encountering the problem of
how to design random samples of archival data.

They encountered still another problem. The focus of their research was
the institution of slavery and the comparative analysis of the operation of
free farms and large slave plantations in the cotton-producing counties of the
South. That objective required them to link together information from three
of the six schedules that constituted the 1860 census. Other investigators
sought to link plantations to the same information in both the 1850 and 1860
censuses (Menn 1964a and b; Wilcox 1992; cf. Foust 1968). Thus began the
process of creating synthetic, longitudinal data sets by linking together infor-
mation from several sources over space and time.5

Another aspect of the prehistory was the discovery of a large number
of genealogies that could be used to recreate the vital statistics of the United
States, going back to early colonial times. The US death registration system
did not begin until 1890 and at first embraced only ten states. It did not
become national until the 1930s. National trends in mortality rates before
1890 were unknown, except for the inaccurate but usable data collected by
the decennial censuses between 1850 and 1900. Trends before 1850 were a
void, with leading historical demographers at odds with each other’s con-
jectures based on isolated fragments of information.

There are both published and unpublished genealogies. The published
ones consist of volumes that attempt to describe all the descendants of a
particular patriarch down to current times. A ten-generation book, if com-
plete, could contain well over 50,000 individuals. Many of these volumes
are on deposit in the Library of Congress, the Newberry Library in Chicago,
and the Family History Library in Salt Lake City. It has been estimated that
at least 60,000 of these volumes are in existence for the United States cov-
ering over 100 million individuals (Fogel et al. 1978; Fogel 1993).

There are also large numbers of unpublished genealogies, many of
which exist only in the households of individual genealogists and are diffi-
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cult to access. However, a large collection of these unpublished genealogies
is on deposit at the Family History Library.6

Work with both published and unpublished genealogies demonstrated
that they were representative of the living population when proper atten-
tion was given to a variety of selection biases, many of which were novel
and peculiar to genealogies.7 Moreover, the information in the genealogies
made it possible not only to calculate the mean odds of dying at each stage
in the life cycle for particular cohorts, but to run regressions that made the
odds of dying (

n
q

x
) at any age interval, period, or cohort a function of such

variables as birth order, parents’ and grandparents’ ages at death, ages at
death of collateral kin, mother’s age at birth, extent of geographic mobility,
the number of generations that ancestors of the family lived within the
United States, and socioeconomic status variables that could be treated both
immediately and intergenerationally.8

Yet another aspect of the prehistory is our introduction to the uses of
anthropometric data. In 1974 Stanley Engerman and I published Time on
the Cross, in which we used data from probate records to calculate the ages
of slave women at their first birth. The exercise yielded an average figure of
22 years. Since the standard sources suggested that slave women were gen-
erally fecund in their midteens, and since slaves were not using contracep-
tion, we conjectured that most slave women must have abstained from
sexual intercourse for six or seven years, probably until, or in contempla-
tion of, marriage. Our analysis was challenged by some scholars who ar-
gued that the use of probate records biased the calculated age at first birth
upward by at least four years. They also argued that slaves could not have
become menarcheal until at least age 18. Since (according to J. M. Tanner)
Norwegian girls did not become menarcheal until age 17, it was argued that
slaves in the United States could not have done so until at least a year later
because their diets were far worse than the diets of Norwegian girls.9

Engerman and I were aware of both upward and downward biases
when using probate records (which were cross-sectional) to calculate the
mean age at first birth. In grappling with the issues raised by other scholars,
we worked out a theoretical argument to show that upward and down-
ward biases would tend to cancel out. We sent Ansley Coale a letter with
our results, asking for his assessment. Coale passed our letter on to James
Trussell, then a young assistant professor in the Office of Population Re-
search at Princeton, who became interested in our problem. Since he would
be spending 1975–76 at the London School of Hygiene and Tropical Medi-
cine working with William Brass, a leading mathematical demographer,
while I was visiting at Cambridge University, Trussell suggested that we get
together after we had both settled in.

Early that fall, Trussell came up to Cambridge and gave me what I can
only describe as a brilliant lecture on the singulate mean, a statistic invented
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by John Hajnal to eliminate types of biases that arise when using cross-
sectional data to estimate the mean age at marriage in a cohort of women,
which Trussell extended to the fertility schedule. Working with Richard
Steckel (Trussell and Steckel 1978) and using data drawn from both pro-
bate and plantation records, Trussell estimated that the mean age at mar-
riage of female slaves was about 21 years.

When Trussell reported the good news, he added that there was a prob-
lem because the age of menarche was still open, but that it could be esti-
mated from information on weight by age or height by age. Engerman and
I had collected thousands of observations on height by age from the mani-
fests of US Customs as a byproduct of our work on the internal slave trade.
We had been wondering for years what we might do with such data. At the
suggestion of Richard Wall of the Cambridge Group, Engerman had written
a note for Local Population Studies using the cross-sectional data from a
subsample of the manifests to represent the growth profiles in the height of
male and female slaves. When I showed the profiles to Trussell, he recom-
mended that we show them to James Tanner, who had demonstrated that
the mean age of menarche of a population could be estimated by construct-
ing the age-for-height curve from cross-sectional data. He had also shown
that the age of menarche followed the peak in the teenage growth spurt by
about one year. When we showed Tanner our sample, he suggested that
the peak of the teenage growth spurt was probably about age 13 or 14, but
warned that a large sample would have to be collected before the issue could
be settled.

Thus began our research on the use of anthropometric data to esti-
mate the nutritional status and health of populations between 1720 and
1937. A project on “Secular trends in nutrition, labor welfare, and labor
productivity” was established at the National Bureau of Economic Research,
and by mid-1984 about 400,000 observations on height by age, covering 16
populations, were in machine-readable form. The data on height by age
were integrated with genealogical data to analyze the contribution of secu-
lar trends in nutrition to the secular decline in mortality.10

Consequently, when the issue arose of creating a life-cycle sample based
on the veterans of the Union Army, the task seemed to be a logical exten-
sion of the types of synthetic data sets that cliometricians had been working
with for some time and would employ research designs and methods that
were familiar to them. The main break with the past stemmed from the
copious medical histories of both acute and chronic diseases that were avail-
able in the military and pension records. Although the medical data required
cliometricans to undertake crash courses in epidemiology and medical his-
tory, it was apparent that physicians would have to play a central role in
the design and execution of the project from the start. Once the appropri-
ate research team was assembled, we were confident that we could manage
the challenges of the project. And we were thrilled by the prospect of re-
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constructing and analyzing the burden of diseases that afflicted the first
American cohorts to reach age 65 in the twentieth century.

A principal finding

The main accomplishment to date has been the accurate description of the
burden of chronic diseases and disabilities that afflicted males aged 50 and
older during the opening decades of the twentieth century and the last de-
cade or two of the nineteenth century.11 Of course, the array of diseases
that afflicted Americans was known to the physicians who treated them,
and toward the end of the nineteenth century this knowledge was codified
in pathology books that medical students had to read. Not much was known,
however, about the frequency of these conditions across the population since
nationally representative statistics on civilian health were not collected in
the United States until the introduction of the National Health Interview
Survey (NHIS) in the 1960s.12

Before our project began, quantitative evidence on health came mainly
from the information on cause of death in death certificates. However, the
diseases that cause most deaths, even when reported accurately, are merely
a subset of the disease burden of the living and poorly reflect the chronic
conditions and disabilities from which they suffer. Such diseases as arthri-
tis, hernias, and dementia rarely appeared on death certificates, but they
sharply reduced the capacity to work and undermined the quality of life for
many aging veterans before World War II. Consequently, reliance on death
certificates distorted the characterization of the chronic disease burdens of
the living and the changes in these burdens during the twentieth century.
It was one factor that promoted the view, since shown to be incorrect, that
for middle-aged and elderly workers the duration of chronic conditions was
shorter in a time when deaths were due primarily to infectious diseases
rather than chronic diseases (cf. Harris 1997).

The prevalence and severity of chronic diseases
and disabilities

The Union Army data reveal the ubiquity of chronic health conditions dur-
ing the century before World War II. Not only was the overall prevalence
rate of these diseases much higher among the elderly than today, but they
afflicted teenagers, young adults, and the middle aged to a much greater
extent than today. This fact is demonstrated by Table 1, which shows that
more than 80 percent of all males aged 16–19 in 1861 and more than 70
percent of men aged 20–24 were examined for the Union Army. These ex-
aminees were overwhelmingly volunteers (less than 4 percent were drafted),
who presumably thought they were fit enough to serve. Yet disability rates
were higher than today. Even among teenagers more than one out of six
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was disabled, and among men aged 35–39 more than half were disabled.
Despite their relatively young ages, cardiovascular diseases (mainly rheu-
matic) accounted for 11 percent of the rejections; hernias another 12 per-
cent; eye, ear, and nose diseases 7 percent; tuberculosis and other respira-
tory diseases 7 percent; tooth and gum diseases 8 percent. Most of the other
rejections were due to orthopedic conditions and general debility (Lee 2001).

These findings about the early onset of chronic diseases cast new light
on the debate about the effect of increased longevity on the prevalence rates
of chronic diseases. Those who argued that the effect of increased longevity
was to increase the average duration of chronic disease assumed no delay
in the average age of onset of these diseases. They were also influenced by
cross-sectional evidence that showed some increases in disability rates dur-
ing the 1970s and 1980s, despite the continuing decline in mortality rates
(Riley 1990b, 1991; Wolfe and Haveman 1990). It seemed plausible that
various health interventions and environmental changes reduced the se-
verity of diseases and thus delayed death without providing cures, as has
been the case with AIDS.

As Table 2 shows, however, there has been a significant delay in the
onset of chronic diseases during the twentieth century. Men aged 50–54

TABLE 1 Share of Northern white males of military age unfit for
military service in 1861

Percent of Percent of
Age cohort examined examinees rejected

16–19 80.9 16.0
20–24 70.4 24.5
25–29 52.3 35.8
30–34 41.0 42.9
35–39 41.6 52.9

SOURCE: Fogel et al. 1991.

TABLE 2 Increase in the proportion of white
males without chronic conditions during the
twentieth century

Proportion without
chronic conditions

Age 1890–1910 c. 1994

50–54 0.33 0.41
55–59 0.21 0.29
60–64 0.10 0.25
65–69 0.03 0.14

SOURCE: Helmchen 2003.
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were 24 percent more likely to be free of all chronic conditions in 1994
than a century earlier. At ages 60–64, white males today are two-and-a-
half times more likely to be free of chronic diseases than their counterparts
a century ago. Further light is shed on the issue by considering specific dis-
eases (see Table 3). Arthritis began 11 years later among men who turned
65 between 1983 and 1992 than among those who turned 65 between 1895
and 1910. The delay in the onset of a chronic condition was about 9 years
for heart diseases, about 11 years for respiratory diseases (despite much
higher rates of cigarette smoking), and nearly 8 years for neoplasms.13

Union Army veterans who endured poor health did not typically die
quickly. Veterans who lived to be at least age 50 and who entered the pen-
sion system before age 51 lived an average of 24 years past age 50. Moreover,
at their last examination on or before age 51 their average degree of disabil-
ity was 58 percent, where 100 percent indicates complete incapacity for
manual labor. Between ages 50 and 60 disability ratings (controlled for age at
death) continued to rise sharply, and then increased at a decreasing rate. Of
the veterans who lived to be age 50, about 29 percent lived to age 80 or
older. For these “old old,” the level of disability for manual labor averaged
between 85 and 100 percent for a decade or more. Indeed, some survived
with such high levels of disability for as much as a quarter of a century
(Helmchen 2003). As Table 4 shows, survivors usually acquired more and
more co-morbidities as they aged.14 Those who lived past age 85 had twice as
many co-morbidities as those who died by age 55.

Consideration of the sweep of the twentieth century affords a new
perspective on the debate over the relationship between the increase in life
expectancy and the change in the burden of chronic disease among the eld-
erly. It now appears that the decline in morbidity rates paralleled the de-
cline in mortality rates. Indeed, the delay in the onset of chronic disabilities
between 1900 and the 1990s for those who lived to age 50 was greater
than the increase in life expectancy at age 50 over the same period. The
average delay in the onset of chronic conditions over the century was more
than 10 years (Helmchen 2003),15 whereas, the average increase in male
life expectancy was about 6.6 years (Bell, Wade, and Goss 1992).

TABLE 3 Average age of onset of some chronic conditions among
American males near the beginning and near the end of the
twentieth century

Condition Men born 1830–45 Men born 1918–27

Heart disease 55.9 65.4
Arthritis 53.7 64.7
Neoplasm 59.0 66.6
Respiratory disease 53.8 65.0

SOURCE: Helmchen 2003.

PDR 30 supp Fogel/au/EPC/sp 1/26/05, 9:59 AM29



30 C H A N G E S  I N  T H E  P R O C E S S  O F  A G I N G

Measuring and explaining the decline in the
burden of chronic diseases

Several investigators in the Early Indicators project have begun the difficult
task of constructing a comprehensive index of the change in the burden of
chronic diseases at ages 50 and older during the twentieth century. One
approach involves the creation of an index based on the number and par-
ticular combination of co-morbidities. Initial analysis of the correlation of
such an index with the degree of disability that surgeons assigned to pen-
sioners is promising (Canavese and Linares 2003).

Co-morbidities of chronic diseases are also one of the main determi-
nants of the rate of deterioration in health today, predicting the rate of de-
cline in both functional capacity and longevity. According to one scale, an
increase in one unit of a co-morbidity index is the equivalent of being a de-
cade older (Landi et al. 1999; Penninx et al. 1999; Stuck et al. 1999; Kazis et
al. 1998; Charlson et al. 1994). It thus seems likely that functional forms re-
lating a co-morbidity index to both functional capacity and longevity can be
estimated and the way in which these functions have shifted during the twen-
tieth century can be described. These functional forms can also be used to
forecast advances in health and longevity during the twenty-first century.

Explaining changes in specific chronic conditions and in
functional limitations

One step in formulating a global measure of change in the burden of chronic
diseases is to explain the decline in specific conditions. Dora Costa (2000)

TABLE 4 Average number of co-morbidites among veterans who
lived to be at least age 50

Percent of veterans
who lived to at Average number of
least age 50 who co-morbidities at last

Average age at death died in interval examination before death

50–54 3.9 4
55–59 6.4 5
60–64 9.8 6
65–69 14.0 6
70–74 18.3 7
75–79 19.1 7
80–84 15.5 7
85–89 9.0 8
90–94 3.4 8
95 and older 0.7 7

SOURCE: Helmchen 2003.
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has estimated the impact of public health and socioeconomic status factors
at late developmental and young adult ages on risks of incurring chronic
conditions at middle and late ages. Significant predictors included mortality
rates in counties of enlistments, infectious diseases experienced during the
Civil War, and being a prisoner of war. She focused on a set of chronic
conditions for which clinical diagnoses were essentially the same in the early
1900s as today (such as lower back pain, joint problems, decreased breath
or adventitious sounds, irregular pulse, and valvular heart disease). This
procedure permitted her to estimate how much of the observed decline in
the prevalence rates of comparable conditions was due to the reduction in
specific risk factors. Prevalence rates for 1971–80 were computed from the
National Health and Nutrition Examination Survey (NHANES).

She found that elimination of exposure to specific infectious diseases
during developmental and young adult ages explained between 10 and 25
percent of the declines in the specified chronic diseases of middle and late
ages between 1900–10 and 1971–80. Occupational shifts were also impor-
tant, accounting for 15 percent of the decline in joint problems, 75 percent
of the decline in back pain, and 25 percent of the decline in respiratory
diseases.

Costa (2002) extended this line of analysis by documenting the de-
cline in functional limitations among US men between ages 50 and 74
throughout the twentieth century. A central issue is the factoring of the
decline in functional limitations among three processes: the decline in the
prevalence rates of specific chronic diseases, the reduction in the debilitat-
ing sequelae of these diseases, and the influence of new medical technolo-
gies that relieve and control the sequelae. Her analysis turned on five func-
tional limitations: difficulty walking, difficulty bending, paralysis, blindness
in at least one eye, and deafness in at least one ear. Prevalence rates of
these limitations among men aged 50–74 were computed for the Union Army
and for NHANES (1988–94) and NHIS (1988–94).

On average these five functional limitations declined by about 40 per-
cent during the twentieth century. Using probit regressions, Costa attrib-
uted 24 percent of the decline to reduction in the debilitating effect of chronic
conditions and 37 percent to the reduced rates of chronic conditions.

The significance of changes in body size

The contribution of improvements in body size as measured by stature, body
mass index (BMI), and other dimensions has run through the research of
the Early Indicators project like a red line. The discovery of correlations in
time series going back to the colonial period between changes in stature
and changes in life expectancy for the United States was reported first in
1986, although it was known as early as 1978.16 Pursuit of a variety of is-
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sues called attention to the significance of changes in body size for the long-
term decline in chronic conditions and mortality. For example, Diane Lau-
derdale and Paul Rathouz (1999) investigated the impact of unhealthy en-
vironments on the genetic component of height. They hypothesized that
an unhealthy environment might attenuate the effects of genotype. To test
their hypothesis, they constructed a sample of brothers who served in the
Union Army. Their analysis showed that brothers from unhealthy counties
had both higher variances in height and lower covariance in the heights of
siblings than was expected from standard equations for measuring genetic
influences on the heights of siblings. Study of the likelihood of developing
specific diseases while in the army also pointed to the importance of stat-
ure. For example, short recruits were more likely to develop tuberculosis
while in service than taller ones (Birchenall 2003; cf. Lee 1997).

The Gould sample

In 1995 Dora Costa discovered a sample of 23,000 Civil War recruits who
were, for scientific reasons, more intensively examined than the typical re-
cruit (Costa 2004). Benjamin A. Gould, a leading astronomer and one of
the founders of the National Academy of Sciences, who was in charge of
the project, collected information on waist and hip circumference, lifting
strength, vital capacity of lungs, height, weight, shoulder breadth, and chest
circumference. The sample included whites, blacks, and Native Americans.
Costa linked a subsample of 521 white recruits who survived to 1900 to
their pension records. She also compared the Union Army soldiers with sol-
diers measured in 1946–47, 1950, and 1988.

Over a span of 100 years men in the military became taller and heavier,
but their waist-to-hip and chest-to-shoulder ratios were unchanged. Their
height increased by 5 cm and the BMIs of men aged 31–35 increased from
23 to 26. Controlling for BMI and age, the waist–hip and chest–shoulder
ratios (both measures of abdominal fat) were significantly greater in the
Gould sample than in the 1950 and 1988 samples.

Using an independent competing-risk hazard model to estimate the
effect of changes in body shape on the risk of death from cerebrovascular
and ischemic heart disease at older ages, Costa found that a low waist-to-
hip ratio increased mortality by 4.4 times relative to the mean and control-
ling for BMI, while a high waist–hip ratio increased mortality risk by 2.9
times. Substituting into her regression model the characteristics of soldiers
in 1950, who reached age 65 or older during the late 1980s, produced a 15
percent decline in all-cause mortality above age 64, implying that changes
in frame size explain about 47 percent of the total decline in all-cause mor-
tality at older ages between the beginning and the end of the twentieth
century.
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The implication of changes in the body size of women

Changes in the body builds of women have had a far-reaching effect on
the reduction of perinatal and infant death rates since 1800.17 The impact
of the improved builds of women is illustrated by Figure 1. The lines on
this graph are normal approximations of the frequency distributions of
birth weights. Birth weight is represented on the vertical axis, and the
horizontal axis represents z-scores (deviations of birth weight from the
mean measured in units of the standard deviations). Hence, the cumula-
tive frequency distribution is represented by a straight line. The lowest
line represents the distribution of US nonwhites in 1950. They had a mean
birth weight of 3,128 grams and, as indicated by Figure 1, about 13 per-
cent of the neonates weighed less than 2,501 grams at birth. The second
line is the distribution of birth weights for lower-class women in Bombay
(Jayant 1964). The figure indicates the mean birth weight in this popula-
tion was just 2,525 grams. In this case nearly half (46 percent) of the births
were below the critical level, although the women in the sample were not
the poorest of the poor.

The third curve is the probable distribution of the birth weights of the
children of impoverished English workers around 1800 (Fogel 1986). The
distribution of the birth weights in this class around 1800 probably had a
mean of 2,276 grams, which is about 249 grams (about half a pound) be-
low the average of the births to lower-class women in Bombay. It follows

Probable curve of poor
English workers (c. 1800)
(x = 2,276; s = 399)

 

    

Bombay lower classes, 1963
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that about 74 percent of the births among impoverished English workers
around 1800 were at weights below 2,501 grams.18

The implication of this distribution of birth weights is revealed by Table
5. Column 2 represents the actual schedule of neonatal death rates by weight
for nonwhite US males in 1950, and column 3 gives the actual distribution
of their birth weights.19 The product of these two columns yields an implied
neonatal death rate of 26.8 per thousand, which, of course, was also the
actual death rate. If, however, this population had had the distribution of
the birth weights of the impoverished English workers of 1800, their neo-
natal death rates would have been 173.0 per thousand (see col. 4). The
implication of Table 5 is that improvements in nutrition sufficient to shift
the mean birth weight from 2,276 grams to 3,128 grams would have re-
duced the infant death rate by 83 percent.

Figure 1 reflects an important intergenerational influence on health
before the era of cesarean sections and neonatal intensive care units. Mal-
nourished mothers were small in stature and had small pelvic cavities, and
they produced small children because of deficiencies in their diet and expo-
sure to disease during pregnancy. As a result, the birth weight that mini-
mized perinatal deaths was about 700 grams below that of the nonwhite
US women referred to in Figure 1. In other words, a condition for surviving
the birth process was such a low birth weight that the neonate was at very

TABLE 5 Effects of a shift in the distribution of birth weights on the
neonatal death rate, holding constant the schedule of death rates
(by weight)

Neonatal Distribution of
death rate birth weights of Distribution of
of singleton singleton nonwhite birth weights in a
nonwhite US males in 1950 population with

Weight US males in 1950 (x̄ = 3,128 g; x̄ = 2,276 g
(grams) (per 1,000) sssss = 572 g) sssss = 399 g
(1) (2) (3) (4)

1,500 or less 686.7 0.0117 0.1339
1,501–2,000 221.3 0.0136 0.2421
2,001–2,500 62.1 0.0505 0.3653
2,501–3,000 19.7 0.1811 0.2198
3,001–3,500 10.7 0.3510 0.0372
3,501–4,000 12.1 0.2599 0.0017
4,001–4,500 13.0 0.0865 —
4,501 or more 23.2 0.0456 —
Implied neonatal
death rate (per 1,000) 26.8 173.0

Possible infant death
rate (per 1,000) 48.9 288.3

SOURCE: Cols. 2 and 3: US National Office of Vital Statistics 1954; Col. 4: see Fogel 1986, nn. 21, 23, 24, and 26.
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high risk of dying shortly after birth. The escape from that dilemma is now
almost universal in rich countries. Poor women accumulated biological capi-
tal at an intergenerational rate that was rapid enough to shift the birth weight
of their children to a range that is about 1.5 times what it was two centuries
ago. This means that fewer than 8 percent of all births in the United States
and other rich countries are now below 2,501 grams (Martin et al. 2002;
Graafmans et al. 2002; Wilcox et al. 1995).20

The theory of technophysio evolution

Recognition of environmentally induced changes in human physiology dur-
ing the twentieth century that had a profound impact on the process of
aging did not become apparent until mid-1993. The key finding was that
prevalence rates for the main chronic diseases among Union Army veter-
ans aged 65 and older in 1910 were much higher than among veterans of
World War II of the same ages during the mid-to-late 1980s. That finding
was first set forth in a 1993 working paper (Fogel, Costa, and Kim 1993)
and was elaborated and subsequently characterized as a “theory of
technophysio evolution” (Fogel 1994 and 1997; Fogel and Costa 1997; Pope
and Wimmer 1998; Fogel 1999, 2000, and 2002). The theory of technophysio
evolution arose out of intense discussion among the senior investigators,
consultants, and research assistants during 1993–94, with the physicians
providing much of the intellectual leadership. This theory points to the syn-
ergism between technological and physiological improvements that has pro-
duced a form of human evolution that is biological (but not genetic), rapid,
culturally transmitted, and not necessarily stable. The process is ongoing in
both rich and developing countries.

Interpretation of the theory

Unlike the genetic theory of evolution through natural selection, which ap-
plies to the whole history of life on earth, technophysio evolution applies
only to the last 300 years of human history, and particularly to the last
century.21 Despite its limited scope, technophysio evolution appears to be
relevant to forecasting likely trends over the next century or so in longev-
ity, the age at onset of chronic diseases, body size, and the efficiency and
durability of vital organ systems (Fogel and Costa 1997). It also has a bear-
ing on such pressing issues of public policy as the growth in populations, in
pension costs, and in health care costs.

The theory rests on the proposition that during the last 300 years hu-
man beings have gained an unprecedented degree of control over their en-
vironment—a degree of control so great that it sets them apart not only
from all other species, but also from all previous generations of Homo sapi-
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ens. This new degree of control has enabled Homo sapiens to increase its av-
erage body size by over 50 percent, to increase its average longevity by more
than 100 percent, and to greatly improve the robustness and capacity of
vital organ systems.22

Implications of technophysio evolution for analysis
and measurement

Technophysio evolution implies that certain theoretical propositions that
underlie some current economic models are misspecified. For example, it is
frequently assumed that individuals are born with a specific amount of health
capital that depreciates over time. It is also assumed that the rate of depre-
ciation depends on gross investments in health and on the level of health
care technology (which is assumed to be both exogenous to the individual
and independent of the date of birth—i.e., neglects cohort effects) (cf.
Grossman 1972; Wagstaff and Dardanoni 1986; Wagstaff 1986). While these
assumptions greatly simplify estimating procedures, they are inconsistent
with accumulating evidence that successive birth cohorts are experiencing
later onset of chronic diseases and disabilities, lower age-specific prevalence
rates, and less severe conditions (Crimmins, Reynolds, and Saito 1999; Larson
1999; Jette et al. 1998; Freedman and Martin 1998).

The theory of technophysio evolution implies that individuals’ initial
endowments of health capital increased over the course of the twentieth
century. This implication has been supported by recent research demon-
strating that the curve of age-specific prevalence rates of chronic diseases
has been shifting outward throughout the century at what appears to be an
increasing rate (Manton, Corder, and Stallard 1997; Reynolds, Crimmins,
and Saito 1998; Crimmins, Reynolds, and Saito 1999; Costa 2000 and 2002;
Waidmann and Liu 2000; Manton and Gu 2001; Cutler 2001; Freedman,
Martin, and Schoeni 2002).23

If the theory is correct, some of the assumptions currently used by
economists and others to measure and analyze the contribution of health
interventions to improvements in life expectancy are misleading. In the stan-
dard models, endowments of individuals at birth are assumed to be the same,
regardless of the year of birth. Without investments in improving health
capital, different birth cohorts are assumed to experience the same average
rates of decline in their original health endowments (i.e., no allowance is
made for the slower average rates of decline in the untreated endowments
of different “vintages” of health capital). Another problem is that a single
health technology is presumed to exist that is exogenous to the individual.

The assumption that the endowment of human physiological capacity
is fixed, so that medical intervention can only slow the rate of deterioration
in the original endowment, means that ways of forecasting future improve-
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ment in human physiology are sometimes neglected and possible paths of
increase in health endowments play little role in forecasting future health
care costs or longevity.24

Our theory implies that health endowments in a given population
change with the year of birth. It also points to complex interactions be-
tween date of birth and the outcome of exposures to given risk factors. Hence,
not all improvements in the outcome of exposure to health risks between,
say, 1970 and 1990 are due to health interventions during that period. Im-
provements in life expectancy may depend only partly on the more effec-
tive medical technologies of those years. They could also reflect the im-
proved physiologies experienced by later birth cohorts that are due to
improved technologies in food production, public health practices, personal
hygiene, diets, and medical interventions put into place decades before 1970,
and hence that cannot be attributed exclusively, perhaps even primarily, to
health inputs between 1970 and 1990.25

The same set of considerations applies to efforts to explain the decline
in disabilities during the twentieth century. The discovery that the average
age of onset of disabilities is more than a decade later today than it was in
1900 focuses attention on factors that might have improved the health en-
dowments of successive cohorts or might have slowed down rates of depre-
ciation before remedial medical interventions became necessary.26

The theory of technophysio evolution is also useful in circumstances
where the standard models of health capital provide a useful first approxi-
mation. Improvements in health capital by date of birth have income ef-
fects that would lead individuals to make greater investments in health ser-
vices. They also have substitution effects because they reduce the relative
price of an additional year of life expectancy. Life at late ages becomes rela-
tively more attractive, holding prices constant, because the later onset of
chronic disabilities and a slower natural rate of deterioration in health in-
crease the discounted present value of a year of consumption at late ages.

Endogenous treatment technology

The theory of technophysio evolution also suggests the need to reconsider
which health variables are endogenous and which are exogenous to indi-
viduals and families. For one thing, it implies that health technology is not
static but in constant flux. Moreover, there is not just one useful technol-
ogy available to individuals at any point in time but many coexisting tech-
nologies of different vintages, and the rate of production of new technolo-
gies is accelerating. Hence, individuals may create their own unique
technologies by the way they string together choices from among current
and future technologies. For example, a person with a given degree of os-
teoarthritis may first choose to treat the condition with over-the-counter
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anti-inflammatory drugs, then shift to oral prescription drugs while waiting
for improvements in surgical techniques and new plastics to emerge that
reduce costs, increase the degree of success of an operation, and increase
the durability of joint replacement. Such a string of choices defines an en-
dogenous technology of treatment. Individuals thus create wide-ranging,
person-specific technologies among which they can choose through the nu-
merous permutations of strings of options.

Finally, the effectiveness of the numerous alternative technologies is
not independent of the date of birth of a cohort. Studies indicate that the
effectiveness of given treatments varies by physiological capacities that vary
not only by age for a given cohort, but also across cohorts of different vin-
tages. Race, ethnicity, sex, and nutritional status are significant variables in
explaining the outcome of given health risks and the responses to different
health interventions (Johnson 2000; Ferraro, Farmer, and Wybraniec 1997;
Mendes de Leon et al. 1997; Davis et al. 1992 and 1994; Ostchega et al.
2000; Scrimshaw 1993, 1995, and 1997).

The point is not merely that a more complicated theory is needed,
which recognizes the importance and implications of technologically based
improvements in human physiology, some of which begin in utero, but that
the increasing availability of longitudinal data sets, including the Union Army
sample, is making it possible to estimate the critical change in the variables
and parameters of dynamic models over time (cf. Parker 2000; Dasgupta
1993 and 1998; Manton and Land 2000a and b).

Postscript

I am keenly aware that I have neglected several important lines of research
in the Early Indicators project. These include a series of papers by Chulhee
Lee on the factors that influenced the health and mortality of soldiers dur-
ing the Civil War and the effect of wartime stress on subsequent health and
labor force participation (Lee 1997, 1998, 1999a and b, 2003a and b, 2005).
There has also been a series of studies of specific diseases and disabilities,
some of which are still at the working paper stage (Birchenall 2003; Wilson
2003; Wilson, Burton, and Howell 2003). One of the most promising new
lines of research focuses on the impact of improved water supplies and other
public health policies between 1880 and World War II on health and mor-
tality (Troesken 2002, 2003, 2004; Troesken and Beeson 2003). The way in
which politics and ideology affected the formulation of Union Army pen-
sion law and the application of pension policy has been examined by Peter
Blanck and Chen Song (2001, 2002, 2003; Blanck, Linares, and Song 2002).
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I have benefited from the comments and criti-
cisms on an earlier draft by A. J. Aiseirithe,
Dawn Alley, Javier Birchenall, Peter Blanck,
Dora Costa, Lance Davis, Bernard Harris,
Elaine Heisler, Max Henderson, Kwang-sun
Lee, Robert Margo, Robert Mittendorf,
Douglass North, Louis Nguyen, Georgeanne
Patmios, Robert Pollak, Melissa Ptacek, Nevin
Scrimshaw, Kenneth Sokoloff, Chen Song,
Dejun Su, Richard Suzman, James Tanner,
Werner Troesken, Sven Wilson, and E. A.
Wrigley. The Early Indicators project is funded
by NIA grant P01 AG10120.

1 On such variables as wealth of parental
households in 1850 and 1860, number of
months unemployed in 1900 and 1910, and
persons living in the veterans’ households, the
census records are superior, since this infor-
mation is not contained in the pension records.
That is why we linked the manuscript sched-
ules of the census to the pension records.

2 Congress established the Union Army
pension system in July 1862, providing pen-
sions to soldiers who incurred permanent dis-
abilities while in the service. The amount of
the pension depended on the degree of dis-
ability. All recruits, regardless of age, who
served at least 90 days and were honorably dis-
charged could apply. In June 1890, Congress
extended the pension to any veteran who was
disabled, even if the disability was unrelated
to war service. In 1904, by Executive Order,
veterans aged 62 were declared to be 50 per-
cent disabled in their ability to perform manual
labor. Thereafter, age alone made veterans eli-
gible for pensions, although the amount of the
pension still varied with the degree of disabil-
ity (Glasson 1918).

3 The behavioral factors do not explain
much of the variation in the odds of linking in
either the prewar or the postwar censuses. The
chi-square and R-square values are especially
low in the postwar censuses, with the behav-
ioral factors accounting for less than 3 percent
of the variation in the probability of making a
link.

4 Deserters were in most cases ineligible
for a pension, and many soldiers who died dur-
ing the war had no eligible dependents. The

foreign dummy is also significant in part be-
cause many of the foreigners who died during
the early postwar years had no eligible depen-
dents or served behind the front and so were
less likely to incur war-related disabilities.
However, those who survived to become eli-
gible under the pension law of 1890 were as
likely as natives to be linked to pension records.

5 These enterprises were highly success-
ful, providing insights into processes that had
heretofore been obscure and promoting many
new studies that exploited these sources and
analytical techniques. They also promoted new
skills in sampling design, in analyzing sample
selection biases, and in methods of correcting
these and other biases by reweighting and by
use of simulation models to estimate probable
ranges of error and their impact on particular
analytical issues.

6 The genealogies of Mormons, called
“family histories,” consist of three generations,
but they can be linked together to construct
large genealogies.

7 For example, persons outside the fam-
ily line cannot be brought into the sample un-
til marriage, because they are not at risk of dy-
ing before marriage. When such caveats are
heeded, it is possible to draw cross-sections of
persons alive in 1860 or 1870 from a sample
of genealogies and compare these distributions
of selected characteristics with the distributions
of the same characteristics in the censuses.
Such comparisons revealed that the genealo-
gies produced representative cross-sections
when tested against such variables as wealth,
household size, and age distributions.

8 This experience with genealogies pro-
vides the inspiration for future projects we are
planning, and it influenced the conception of
a new project on “The effect of family on adult
health and welfare,” led by Clayne Pope. A
project using the genealogies has been in the
planning for more than a decade. Much ex-
pertise has been accumulated in the use of this
source of evidence. (See Wimmer and Pope
1975; Pope 1986, 1992; cf. Wimmer 2003;
Wilson and Pope 2003; Costa 2003.)

9 In fact, the figure of 17 years for Nor-
wegian girls was revised in subsequent publi-

Notes
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cations, when better data had become avail-
able, to about 15.5 years; see Tanner 1981.

10 I have omitted a number of important
developments in quantitative history between
1955 and 1985. More complete surveys are
presented in Fogel and Elton 1983; Fogel 1992;
Bogue 1983; and Jensen 1984, among other
places.

11 We are exploring the possibility of
drawing a representative sample of hospital
records to measure the burden of chronic dis-
eases among women at the beginning of the
twentieth century.

12 Of course, the Public Health Service
had long collected information on notifiable
(contagious) diseases.

13 Since current diagnostic techniques
make it possible to diagnose heart disease and
neoplasms sooner in the development of these
diseases than was the case around 1910, the
figures given in the text should be considered
lower bounds on the delay in the onset of these
conditions.

14 Co-morbidity: the coexistence of two
or more disease processes.

15 The delay in the average age at onset
of chronic diseases can be decomposed into
two parts: (1) the shift in the age-specific dis-
ease schedule; (2) the change in the distribu-
tion of ages due to the increase in life expect-
ancy and the decline in the fertility rate.
Although we have not yet completed this de-
composition, preliminary estimates indicate
that the contribution of the change in the age
distribution was small.

16 For reviews of earlier work dealing
with the use of height, BMI, and other anthro-
pometric measures as indexes of changes in
health and the standard of living over time,
see Steckel 1995; Komlos and Cuff 1998.

17 For information on what is known
about change in body size, and in rates of de-
velopment of women over time and differ-
ences over space in recent decades, see Tan-
ner 1981; Eveleth and Tanner 1976 and 1990;
Friedman 1982; and John 1988 and 1992.

18 Tanner (1982) estimated that the Ma-
rine Society boys were 62 inches at maturity.
Compared with the British military recruits of
the same birth cohorts, the mature graduates

of the Marine Society were about 5 inches
shorter (Floud, Wachter, and Gregory 1990:
Table 4.1), suggesting that they belonged to the
shortest 10 percent of the British laboring
classes. It is likely that the women of this class
were shorter than 59 inches. In populations
stunted to this extent, the differential in mean
heights between men and women is in the
range of 3 to 5 inches (cf. Friedman 1982;
Eveleth and Tanner 1976: Tables 77, 78, 44, 45).

19 The distribution of birth weights is not
strictly normal because it is a convolution of
two distributions: a main distribution of full-
term babies and a smaller distribution of
preterm babies. Hence in fitting normal ap-
proximations of birth weights, it is common
to discard the small distribution of preterm ba-
bies (Wilcox and Russell 1983; Wilcox et al.
1995; Graafmans et al. 2002). The weight dis-
tribution displayed in column 3 of Table 5 is
estimated from the fitted normal curve, and it
differs slightly from the original data as follows:

Birth Fitted Original
weight (g) distribution distribution

1,500 or less 0.012 0.012

1,501–2,000 0.014 0.015

2,001–2,500 0.051 0.055

2,501–3,000 0.181 0.188

3,001–3,500 0.351 0.356

3,501–4,000 0.260 0.253

4,001–4,500 0.087 0.082

4,501 or more 0.046 0.040

I am grateful to Kwang-sun Lee for pro-
viding the comparison. As he pointed out in
his letter of 7 July 2003, the difference in the
two distributions is so small that it does not
affect the thrust of my discussion of Table 5.

20 However, obstructed labor is still a se-
rious problem for small women in poor coun-
tries, where it kills many mothers and children
(Rush 2000).

21 Costa and I limit technophysio evolu-
tion to the last 300 years for two reasons. It was
not until about 1700 that changes in technol-
ogy permitted population growth far in excess
of previous rates. Moreover, after 1700 body
weight and stature increase to unprecedented
levels. See Figure 1 in Fogel and Costa 1997.
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22 Although considerable empirical evi-
dence indicates that a “good” environment
both speeds up biological development at
young ages and delays the onset of chronic
conditions at middle and late ages, there is as
yet no agreed-upon theory about the cellular
and molecular processes that explain these ob-
servations.

23 Costa has noted that the annual rate
of decline in functional limitations between
1900 and 1980 was substantially below the rate
of decline since 1980. That point is important
because it bears on forecasts of the likely im-
provements in functional limitations during
the twenty-first century.

Another question arises: How much of the
total decline in the burden of disease and func-
tional limitation that occurred in the United
States during the twentieth century took place
before 1980 and how much since then? A re-
liable answer requires new data sets that will
provide a more detailed picture of the tempo-
ral pattern of changes in the burden of chronic
disabilities for cohorts who turned age 65 be-
tween 1915 and 1980. An illustration of what
that division might be is suggested by Costa’s
estimate that functional limitation declined at
0.6 percent per annum between 1900 and
1980, and Manton and Gu’s estimate that dur-
ing the 1980s and 1990s the average rate of
decline in disability was 1.7 percent per an-

num. Together these estimates suggest a total
decrease of 56 percent in the burden of dis-
ability after age 65. About two-thirds of the
decline took place before 1980 and one-third
after 1980.

This computation illustrates some of the
problems that need to be overcome in mea-
suring and explaining the decline in disabili-
ties during the twentieth century. The mea-
sure of functional limitations needs to be
consistent over the century (Costa and Manton
and Gu used different measures of disability).
There is also the question of how to define the
severity of different sets of conditions in dif-
ferent social and economic contexts. It is likely
that several alternative indexes will have to be
constructed, involving issues similar to those
encountered in constructing indexes of prices
over long periods.

24 Among the exceptions are Rosenzweig
and Schultz 1988 and Dasgupta 1993.

25 Much recent research indicates that
waiting time to the onset of chronic diseases
is a function of exposure to insults in utero and
in infancy. See Barker 1998; Scrimshaw 1997.

26 Although I have focused on new tech-
nology for treatment, much has been done to
prevent early onset of chronic diseases by pro-
moting better nutritional habits and lifestyles.
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The Biodemography
of Aging

JAMES W. VAUPEL

Is there a looming limit to human life expectancy? Will the life expectancy
of any sizable population ever exceed 85 years? These were the research
questions that seized my attention in 1986. I would like to start with them
by way of offering an account of the course of my life as a researcher inter-
ested in the biodemography of aging.

The question of limits to life expectancy was a hot topic in 1986, and
the subject remains of considerable interest today. In 1980 James Fries wrote
a widely cited article in the New England Journal of Medicine in which he
quantified some notions that gerontologists had been talking about for a
long time. Fries made the following assertions. There are two kinds of death:
premature and senescent. Premature death results from accidents and vari-
ous illnesses that cut life short. Senescent death strikes as an individual ap-
proaches his or her maximum potential life span. Every human is born with
a maximum potential life span. This maximum differs from person to per-
son and is normally distributed with a mean of 85 years and a standard
deviation of 7 years. Nothing can be done to alter a person’s maximum
potential life span: it is innate, fixed, and beyond the influence of any cur-
rently conceivable environmental, behavioral, or medical intervention.
When a person’s age nears his or her maximum potential life span, then
the person becomes increasingly susceptible to many proximate causes of
death. If a person does not die of cancer today, then he or she will die of a
heart attack or influenza or a serious fall or something else tomorrow. Be-
cause the maximum potential life span of individuals has a mean of 85 years,
it follows that under no foreseeable conditions can a population’s life ex-
pectancy exceed 85 years.

The kernel of Fries’s theory can be traced back to Aristotle. Aristotle
also asserted that there were two kinds of death, premature and senescent.
He compared premature death to a fire extinquished by throwing water on
it, and he compared senescent death to a fire burning itself out. Each indi-
vidual, Aristotle wrote, was born with a fixed amount of “fuel,” analogous
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to the wood in a fire. No new fuel could be added. Hence, each individual
has a maximum potential life span. For 24 centuries this Aristotelian view
has been widely accepted and is still viewed by many experts as well as
laypeople as undeniably correct. The value of Fries’s contribution was to
clearly specify the elements of the theory and to quantify particular values
for the mean and standard deviation of the distribution of maximum po-
tential life spans.

Evolutionary biologists, starting with Medawar, Williams, and Hamilton
in the 1950s and 1960s, developed a theory of aging that is consistent with
the Aristotelean notion of limited life spans. Their basic reasoning can be
simply summarized. Evolution is driven by the survival of the fittest. By
definition, individuals who are more fit have more descendants than those
who are less fit. That is, fit individuals are more likely to survive to repro-
ductive age and to give birth to numerous offspring who survive to repro-
duce as well. Hence the genes of the individuals in a population tend to be
the genes of fit individuals.

But how does age affect this process? Older individuals have few if any
additional progeny. Over the long course of human evolution, the elderly
contributed to the survival and reproductive success of their children and
grandchildren by providing them with food and other resources. Such con-
tributions tend to diminish with age. Moreover, only a small proportion of
individuals, before the twentieth century, survived to age 70 or older. Hence,
individuals with mutations that increased the chances of death at older ages—
but not at younger ages—were almost as fit as individuals without such mu-
tations. As such mutations gradually occurred and were passed on from gen-
eration to generation, their frequency tended to increase. This process was
accelerated for mutations that are deleterious at older ages but that reduce
mortality or increase fertility at younger ages. In any case, however, harmful
mutations that affect only older individuals accumulate over many genera-
tions, and this results in an increase in death rates with age. In particular,
death rates reach very high levels at ages when individuals make little contri-
bution to the survival or fertility of their descendants. This high level of mor-
tality imposes an effective limit to any individual’s life span. Because the bur-
den of late-acting mutations affects various individuals differently, maximum
potential life span also varies across individuals. For humans, it does not seem
unreasonable that the mean of this distribution might be 85 years or so, per-
haps with a standard deviation of roughly 7 years, because the fitness contri-
bution of older individuals is certainly modest by age 85, very small by age
92, minuscule by age 99, and not large at age 78 or even 71.

 Because Fries’s arguments seemed reasonable to many people, because
he expressed his views clearly, cogently, and with admirable specificity, be-
cause he presented some indirectly relevant evidence to support his posi-
tion, and because his theory is consistent with the evolutionary theory of
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aging, the “Fries theory” was widely accepted in the 1980s. Some scholars,
however, had doubts, especially about whether 85 years was the true limit
to human life expectancy but also about the general notion of limited life
spans. Kenneth Wachter and Sheila Ryan Johansson at the University of
California at Berkeley made a crucial contribution by organizing a stimulat-
ing research workshop in 1988 to discuss the evidence for the theory and
the doubts about it.

Immediately after participating in this workshop, James Carey, Shripad
Tuljapurkar, and I discussed possible analyses that might be done to test the
Fries theory. At the University of Minnesota I had organized a series of weekly
meetings at which scholars interested in demography could discuss their re-
search. Following the Berkeley workshop, the Minnesota meetings increas-
ingly focused on Fries’s theory and how to test it. Working together with
Carey, at the University of California at Davis, we developed a program of
research. We were encouraged by various people, most importantly by Rich-
ard Suzman at the US National Institute on Aging, and also by Michael
Teitelbaum at the Sloan Foundation and by Tuljapurkar, Robert Fogel, Nathan
Keyfitz, Peter Laslett, and Samuel Preston, among others. Before I describe
our program of research, let me briefly recount how I arrived at the Univer-
sity of Minnesota and how my research career there got started.

My early research career

After studying international business at Harvard Business School, getting a
Master’s degree in public policy, and starting Ph.D. research at the Kennedy
School of Government at Harvard, I joined the public policy faculty at Duke
University. At Harvard I began three Ph.D. dissertations. The first focused
on mathematical methods for deciding when it is time to cease analyzing a
decision dilemma. The second concerned public regulation of multinational
corporations. And the third, which I finished after I started working at Duke,
evaluated public policies to reduce “early death” before age 65. My interest
in mortality led me to start reading and thinking about demography. This
resulted in my first research article in Demography, a piece by Vaupel, Manton,
and Stallard (1979) on the impact of heterogeneity in frailty on the dynam-
ics of mortality. For three years, spread out over the first half of the 1980s, I
was employed by the International Institute for Applied Systems Analysis
(IIASA), near Vienna, Austria, where I deepened my understanding of de-
mography by working with such outstanding researchers as Brian Arthur,
Nathan Keyfitz, Andrei Rogers, Michael Stoto, and Anatoli Yashin.

At the end of my stay at IIASA, I moved to Minneapolis and began
working in 1986 as a full professor at the Humphrey Institute for Public
Affairs and Planning at the University of Minnesota. It was immediately
made clear to me that I would have to learn how to raise grant funding. In
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part because of the pressure to do so and in part because of my by-now
deep interest in demography, I decided to find colleagues at Minnesota who
were also interested in demography. So I used the Science and Social Sci-
ence Citation Indexes to find the names of everyone in Minnesota who had
written a cited article with the word “demography” or “population” in the
title, abstract, or key words. I found almost 200 names. Some had left Min-
nesota, some lived in Minnesota but a long way from Minneapolis, and
some clearly had interests that were distant from demographic research.
Many, however, seemed relevant and others, such as the author of “The
population of timber wolves on Isle Royale,” seemed at least to be worth
meeting. So I started telephoning people and asking whether they would
like to have lunch with me. Very few people turned me down. Altogether I
had lunch with about 100 new people over the course of my first year at
Minnesota.

As it turned out, many of these people were interested in survival and
longevity, in some cases for humans and in other cases for various nonhu-
man species. A group of about 30 of these researchers decided to meet for
an hour once a week to discuss research on the demography of aging. These
participants included about a dozen scholars with backgrounds in social and
behavioral sciences, about half a dozen with degrees in medicine and pub-
lic health, another half dozen from various branches of biology, and a final
half dozen from statistics, biostatistics, and actuarial mathematics. Robert
Kane, who then was Dean of the School of Public Health, offered us use of
a seminar room and provided some financial support. Other financial sup-
port came from the Humphrey Institute, from the central administration of
the University, and from a program directed by Michael Teitelbaum at the
Sloan Foundation. We used this money to start some pilot research projects.

None of the participants was able to attend every meeting, but typi-
cally between 12 and 20 researchers came—and almost all the meetings,
which started in 1987 and ended in 1991, were lively and stimulating. Nu-
merous research projects were developed or furthered by the meetings, in-
cluding David Snowdon’s study of elderly Catholic nuns, the work by Steven
Ruggles and Robert McCaa on census data, Richard Paine’s compilation of
lifetables for prehistoric European populations, Stanley Hill’s evaluation of
the impact of longer lives on life insurance companies, and Peter Abrams’s
research on evolutionary forces that shape the age trajectory of mortality
for any species.

Throughout the four years of the weekly series and especially after the
aforementioned Berkeley workshop, the main interest focused on Fries’s
theory and how to test it. As a result of our discussions, we were able to
develop a multi-university program of research that we submitted to the US
National Institute on Aging. Richard Suzman encouraged and facilitated this
application. We started the research on 1 January 1990. Funding for the re-
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search we began then has been renewed three times, and we are currently in
the fifteenth year of work. Of course we are now studying new topics, and
there has been considerable change in personnel as well as a shift in the loca-
tion of the coordinating center of the grant from the University of Minnesota
to Duke University. For a decade and a half, however, we have focused on
the general topic of life span limits versus life span plasticity.

Research strategy: The Scientific Method

Let me now turn to the strategy we decided to pursue to investigate the Fries
theory in general and, more specifically, whether there is a looming limit to
human life expectancy at age 85. Our key decision was to adopt the so-called
Scientific Method. Let me emphasize that most demographic research, in-
cluding most research of the highest standards and greatest interest, is based
on other strategies. Let me also admit that most of my own research is based
on other approaches to knowledge, although it seems to me that my involve-
ment in the application of the Scientific Method to the Fries theory is per-
haps my biggest contribution to knowledge and, in light of this, I plan to base
much of my future research on that method. Various population scientists—
James Smith of the RAND Corporation comes immediately to mind—have
demonstrated how powerful the Scientific Method can be in research on the
demography (and economics) of aging, and I believe that demographers should
emphasize this strategy more than most of us do.

The Scientific Method involves three main elements. First, a theory
must be explicitly and precisely specified. Fries’s contribution was to add
such flesh and bones to misty gerontological speculation. Second, falsifiable
predictions of the theory have to be deduced. Much of our thinking at Min-
nesota was devoted to formulating such testable propositions. Third, highly
reliable data have to be gathered to determine whether the predictions hold
true. If they do, this adds to the credibility of the theory; if not, the theory
has been shown to be wrong. All theories are eventually proven wrong,
but some theories are useful, at least in some contexts. Newton’s theory of
gravity is an example. So the crucial task in testing a theory is to develop
predictions that are not only falsifiable but that are also important in terms
of the purposes of the theory.

With substantial help from James Carey and from others not at the
University of Minnesota, we developed four falsifiable predictions of the
Fries theory. Then instead of using convenient datasets already at hand—a
tempting approach to research—we thought long and hard about how to
assemble the most compelling datasets to test the four predictions. We gath-
ered the data, tested the propositions, and published refereed articles in Sci-
ence and other outstanding journals. Various objections were raised, and
we systematically pursued research to respond to each serious concern.
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The first of the predictions we tested can be adumbrated as follows.
According to the Fries theory, nearly all mortality at advanced ages is due
to senescent death, and nothing can be done to reduce senescent death.
Specifically, the prediction is that death rates after age 85 years, and espe-
cially after age 92 or 99, should be about the same today as they always
have been. Fries explicitly makes this claim in his seminal article. So we
decided to compile reliable statistics on the age-specific probabilities of death
after age 85 over an extended period of time. The most reliable long-term
data on death rates pertain to Sweden: outstanding data have been col-
lected since 1861 and serviceable data since 1750. Although appropriate
data had been collected, however, statistics on Swedish death rates after
age 85 had not been systematically compiled, checked, and published. So
we asked Hans Lundstrom of Statistics Sweden to undertake this task. Sub-
sequently, the work of Roger Thatcher permitted study of long-term trends
in mortality at the oldest ages in England and Wales, and the monumental
efforts of Väinö Kannisto extended this work to more than a dozen addi-
tional countries. Hence we were able to test our first falsifiable prediction of
Fries’s theory. Have death rates above age 85, and particularly above age
100, remained more or less constant over time? In particular, have death
rates at these advanced ages remained unchanged in Sweden since 1861
(and in various other countries over extended periods)?

Our second testable hypothesis ran as follows. If everyone is born with
a maximum potential life span, then two identical twins should be born
with the same maximum. The world’s best twin registry, at least for our
purposes, was in Denmark. Two professors of medicine, Mogens Hauge and
Bent Harvald, set up the Danish Twin Registry, the world’s first such na-
tional registry, half a century ago. They and their colleagues were able to
follow nearly all Danish twins born since 1870. By 1990 the Registry had
120 years of twin data, and the dataset included many elderly twin pairs. In
early 1988 I contacted Niels Holm, who was then head of the Danish Twin
Registry, and invited him to visit us in Minneapolis. That summer I went to
Denmark and we started to do some collaborative research on the Registry.
The collaboration flourished to such an extent that I was offered a profes-
sorship at Odense University Medical School in Denmark. In June 1991 I
moved to Denmark and started work as professor of epidemiology and de-
mography, with responsibility to advance research using the Twin Registry
and, more generally, to develop research on the epidemiology and demog-
raphy of aging. One of my colleagues was Kaare Christensen, then a young
epidemiologist and now one of the world’s leading twin researchers and a
well-known epidemiologist of aging.

When I started to collaborate on research using the Danish Twin
Registry, the data were not computerized: the information for each per-
son was on an index card. The first thing we did, with funding from the
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US National Institute on Aging, was to computerize the data. Then we
were able to undertake sophisticated analyses. In particular, we fit vari-
ous survival-analysis models to the data we had on the life spans of twins.
Some models included a term that captured the maximum potential life
span that two identical twins were hypothesized to share. And we fit sim-
pler models, so-called nested models, that did not have this term. The
key question was whether the life span term improved the fit of the models
to the data.

Our third testable prediction concerned the shape of the age trajectory
of mortality. Both the Fries theory and the evolutionary theory of aging
assert that mortality should increase rapidly—exponentially or even faster—
at advanced ages. So we decided to use Swedish data to determine the ve-
racity of this prediction.

Furthermore, we tested this prediction using data from some nonhu-
man species. The evolutionary theory of aging applies not only to humans:
it is supposed to apply to all species of animals. Nor is the central notion of
Fries’s theory—that each individual is born with a maximum potential life
span—limited to humans. We decided to try to find another species for which
large numbers of individuals had been followed from birth to death. James
Carey and I took the lead on this project. The largest study we were able to
find was done by Raymond Pearl in the 1920s. Pearl, one of the founders of
the Population Association of America, conducted demographic research
on various animals as well as on humans. In one experiment he compiled
life span data on a few thousand fruit flies (Drosophila) held in his labora-
tory. Until our research in the 1990s, that experiment was apparently the
largest ever done to determine the distribution of life spans for any nonhu-
man species. Thus, little was known about the trajectory of mortality at
older ages for any species except humans—and even for humans the data
available on mortality at advanced ages were limited and of questionable
reliability.

Carey decided which nonhuman species to investigate first and where
to carry out the study. The best option was to compile data on one million
Medflies in a laboratory in Tapachula, Mexico. Subsequently, large popula-
tions of several other species were also studied in this laboratory. The labo-
ratory is housed in a factory, just over the border from Guatemala, that
rears billions of Medflies that are sterilized and then released along the bor-
der. When Guatemalan Medflies attempt to invade Mexico, they mate with
the sterile Mexican flies and do not have any offspring: this is a way of
controlling the invasion from Guatemala. Our project staff were given use
of a small corner of the factory, and local technicians were hired to follow
one million Medflies from birth to death.

In our first experiment, Medflies were put, one by one, into small con-
tainers with food and water. The technicians were supposed to look at each
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container daily and determine whether the Medfly was alive or dead. After
they had followed about 10,000 flies, they refused to continue the work—it
was too tedious. So Carey designed a second experiment with smaller con-
tainers that were assembled in blocks of several containers. Work with these
devices also proved too tedious. Finally, Carey designed an experiment with
sizable cages, each holding about 5,000 flies. When a fly died it fell to the
floor of the cage. A technician could “aspirate” (i.e., carefully suck up through
a small hose) dead flies and array them on white paper. Then the males
could be separated from the females and the dead counted. When the last
fly died, the cumulative count of the number of dead flies provided an ac-
curate estimate of the initial population of flies, permitting the calculation
of death rates. (That is, we used the “extinct generation” method.) This labo-
ratory procedure held the interest of the technicians. They successfully com-
pleted the study of just over one million Medflies. Then they went on to
further studies of Medflies and other insects, aspirating close to 10 million
flies by now.

Let me now turn to the fourth falsifiable prediction we deduced from
Fries’s theory. A drawback of studies based on human twins is that there
are only two members of a twin pair. Determining whether they share a
common maximum potential life span therefore requires application of
sophisticated statistical models. The analysis would be much more straight-
forward if there were thousands of individuals who were identical “twins,”
that is, who were genetically identical with each other. Indeed, if a popu-
lation of several thousand genetically identical individuals could be fol-
lowed from birth to death, then a simple test of the Fries theory would be
feasible. The survival curve for such a population would gradually decline
from 100 percent toward zero as premature death took its toll. When the
common maximum potential life span of the genotype was approached,
the survival curve should then plunge to zero, with no individual living
past the maximum. Such a test of the theory is possible with inbred lines
of animals. In particular, it is not difficult to rear thousands of genetically
identical Drosophila fruitflies. James Curtsinger of the University of Min-
nesota undertook this experiment with several different populations of
fruitflies.

Findings

We started work in 1990 on the four falsifiable predictions of the Fries theory.
Within two years we had publishable results, but we continued to refine
and extend our tests for several more years. Our findings can be summa-
rized as follows.

The first falsifiable prediction we deduced from the theory was that
Swedish death rates at advanced ages should have remained unchanged
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over time. This is not true. Even at age 100, Swedish death rates fell sub-
stantially, being less than half as high in 1990 as they were a century ear-
lier. Subsequent analysis of data from various other countries with long life
expectancies confirmed this finding. Mortality after age 85 is not fixed: it is
highly plastic and has been dramatically reduced, especially since 1950.

Fries’s theory also failed our second test. Simpler statistical models of
the survival of Danish identical twins fit the data as well as more complicated
models that included a term that captured the effect of a shared maximum
potential life span. We know that identical twins die at more similar ages
than do fraternal twins. And fraternal twins die at more similar ages than do
unrelated individuals. We used this information to estimate that about a quar-
ter of the variation in adult longevity could be attributed to genetic variation
among individuals (McGue et al. 1993; Herskind et al. 1996). Genes, then,
do have an impact on the length of life, but we could find no evidence that
they determined a maximum potential life span.

Fries’s third prediction was that death rates should rise rapidly at ad-
vanced ages. Our studies revealed, however, that Swedish death rates—and
death rates for other countries with reliable data at oldest-old ages—increase
more and more slowly after age 85. Furthermore, the age trajectory of mor-
tality for Medflies reached a maximum and then declined. Subsequent re-
search that our team and others have done on large populations of various
species, including nematode worms and different kinds of insects, has shown
that such mortality deceleration is the rule rather than the exception. This
unexpected result has led to a stream of biodemographic research aimed
either at trying to rescue the current evolutionary theory of aging or at find-
ing a more valid evolutionary theory of aging. In any case, the prediction of
the Fries theory is wrong.

Finally, our fourth test of the theory was whether survival curves for
thousands of genetically identical Drosophila are characterized by a cliff of
plunging survival followed by no survival when the maximum potential
life span for the genotype is reached. In James Curtsinger’s experiments
there was no evidence of such a cliff: the survival curves gradually fell off
and petered out. Thomas Johnson subsequently replicated this negative re-
sult in large populations of genetically identical nematode worms.

In sum, our research team demonstrated that all four central predic-
tions of Fries’s theory are false.

On the other hand, I admit that our findings, especially our early find-
ings, were not beyond reasonable criticism. Various scholars advanced le-
gitimate caveats and objections concerning our results. After the first burst
of research results in the early 1990s, marked by two major articles in Sci-
ence (Carey et al. 1992 and Curtsinger et al. 1992), we devoted considerable
effort during the rest of the decade to refining and extending our findings.
As I noted above, Väinö Kannisto and Roger Thatcher compiled data on
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oldest-old mortality in many countries besides Sweden and this resulted in
an influential article (Kannisto et al. 1994). We replicated our studies in
various species in addition to humans, Medflies, and Drosphila. An impor-
tant concern about our insect experiments was that the density of individu-
als in a Medfly cage or a Drosophila vial declined as survival declined. Con-
sequently, James Curtsinger’s group and, to a somewhat lesser extent James
Carey’s group, undertook laborious experiments to hold density constant—
and to hold all other conditions as constant as feasible. Another effort of
ours was to replicate the Danish twin results in other populations of twins
and to develop more powerful methods to analyze the data; among other
investigators, Anatoli Yashin worked on this. A research report in Science
with many coauthors summarized our main results as of the mid-1990s
(Vaupel et al. 1998).

We gradually convinced ourselves—and most of our colleagues who
were willing to change their minds when presented with compelling evi-
dence—that individuals are not born with limited life spans. A key mile-
stone was reached recently: female life expectancy in Japan in 2002 rose
above 85—to 85.23 years. The diehards who believe in a looming limit to
human life expectancy have retreated to higher ages—88 for instance. Jim
Oeppen and I reviewed the sorry saga of broken limits to life expectancy in
an article in Science (Oeppen and Vaupel 2002). We showed that best-prac-
tice life expectancy—that is, life expectancy in the national (female) popu-
lation that holds the record—has increased linearly by three months per
year since 1840, with no sign of any slowdown. If this trend continues,
then the new alleged maximum of 88 years will be broached in less than a
dozen years.

The future of human life expectancy is uncertain. Deadly epidemics,
environmental collapse, economic depression, global war, terrorism, and
various other calamities could make life once again nasty, brutal, and short.
Furthermore, it is possible there will turn out to be a limit to human life
expectancy at some age that few if any individuals currently reach and for
some reason we do not yet understand. On the other hand, biomedical and
other research may permit the acceleration of progress in reducing mortal-
ity, as well as morbidity and disability. And new kinds of health interven-
tions, based for instance on new knowledge about genetics or about ways
of regenerating or even rejuvenating organs, may lead to life expectancies
far exceeding 100 years.

In this regard it seems to me that a key issue is whether to focus re-
search on limits to longevity or on the plasticity of longevity. As James Carey,
Kaare Christensen, and I recently argued (Vaupel, Carey, and Christensen
2003), data on humans and on various nonhuman species suggest that mor-
tality is remarkably malleable, even at advanced ages and even for cohorts
of individuals who have suffered poor conditions earlier in life. To what
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extent and how quickly human death rates can be reduced and to what
extent longevity can be extended in laboratory populations of nonhuman
species are open questions that may remain of great interest for decades as
the frontiers of survival are further advanced. Nematode worms typically
live a week or two under favorable laboratory conditions. Genetic and en-
vironmental manipulations have led to life spans exceeding half a year. Will
we soon be reading about nematode worms that live more than a year?
The key question does not seem to be the one that used to be popular,
namely, Why and how do evolutionary forces impose species-specific limits
on longevity? Rather, the key question based on our current knowledge is,
Why and how do evolutionary forces license the remarkable plasticity of
death rates and longevity?

Consequently, the researchers supported by our ongoing grant from the
US National Institute on Aging—and various other researchers as well—have
shifted their focus away from limits and toward explaining the genetic and
nongenetic factors that influence why some individuals in various species
live much longer than others, why humans are living longer and longer, and,
more broadly, why longevity is so plastic. This is the thrust of much of the
best recent research on aging in general and on the biodemography of aging
in particular.

Broadening of research

An idiosyncratic essay on my voyage of discovery in the field of the
biodemography of aging is not the place to review either the history or the
current status of biodemography. (See Carey and Vaupel (2004) for a re-
cent attempt at this.) Let me mention, however, four research areas within
the broad field that my colleagues and I have worked on over the past de-
cade or so.

The first area might be called the biomedical demography of aging.
With support from the US National Institute on Aging and from elsewhere,
I have been principal investigator on various initiatives to survey and ex-
amine elderly people in Denmark, China, Sardinia, and Russia, and I am
currently the deputy director of a very large survey, funded by the Euro-
pean Union, of elderly sibling pairs in Europe. My contribution to this re-
search was only a small part of the total work; many other people deserve
as much or more credit than I, including Kaare Christensen and Bernard
Jeune in Denmark; Zeng Yi in China; Luca Deiana, Giovanella Baggio, and
Graziela Caselli in Italy; Maria Shkolnikova in Russia; and Claudio Franceschi
and others for the nascent European project.

In these surveys, older individuals were (and are being) asked to an-
swer various questions about themselves, to perform various tests of physi-
cal and cognitive functioning, and to give blood samples for genetic and
biochemical analysis. Some of the surveys, including one in Denmark and
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ongoing surveys in China and Sardinia, included many centenarians. My
original hope was to find a few key “secrets to longevity,” among them
perhaps a few genetic variants and some crucial behavioral or environmen-
tal factors. To date, however, our findings and those of other groups sug-
gest that there are many ways of living a long, healthy life; that hundreds
and perhaps thousands of genetic variants play a significant but modest role;
and that beyond the advice we get from our mothers—to eat sensibly, to
exercise appropriately, not to smoke, not to drink excessively, to smile and
keep a good sense of humor—there is little that any of us can do to change
our behavior or environment in order to live substantially longer. Life ex-
pectancy today is decades longer than it was a century or two ago, and life
expectancy in the future may be decades longer than it is today—but we do
not know today how to take the actions necessary to live substantially be-
yond current life expectancy. Careful people who follow sound advice might,
on average, live five or ten years beyond the life expectancy of their na-
tional population, but not two or three decades beyond.

This does not mean I think that the findings from biomedical and
demographic research are uninteresting or unimportant. On the contrary,
these findings will help people live longer, healthier lives. My point is dif-
ferent: the findings suggest that there are not a handful of secrets of lon-
gevity, but rather that a great many genetic and nongenetic factors con-
tribute to determining a person’s life span. This multiplicity of causal
mechanisms is consistent with the finding that aging is remarkably plas-
tic. The complexity may also help explain why so many people for so many
years have erroneously concluded that we are close to the ultimate limit
of human life expectancy.

A second branch of the biodemography of aging that has captured much
of my attention over the past decade might be called the biological demog-
raphy of aging (in contrast to the biomedical demography of aging described
above). As a demographer I have been able to contribute to research on
longevity in various species, including several kinds of insects, nematode
worms, and yeast. An important thrust of this research has been to investi-
gate the deep relationship between mortality and fertility.

Third, I have been intrigued by paleodemography in general and by the
problem of estimating age from skeletal remains in particular. At the Univer-
sity of Minnesota, I was given a secondary appointment as professor of an-
cient studies and did some teaching and research on paleodemography. Since
becoming Founding Director of the Max Planck Institute for Demographic
Research in Rostock, Germany, in 1996, I have organized four research work-
shops on methods of paleodemography, helped edit a book (Hoppa and Vaupel
2001), and set up a paleodemographic laboratory in Rostock.

Finally, two years ago my interest was seized by another branch of
biodemography, namely evolutionary demography or “evodemo.” In the
first part of the twentieth century Alfred Lotka made seminal contributions
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to this line of research. In the 1960s William Hamilton, a biologist who stud-
ied demography at the London School of Economics, made further advances.
For more than a decade, Shripad Tuljapurkar has been productively tilling
this field and recently Ronald Lee, Kenneth Wachter, and various others
have begun to focus their attention on it. It is sometimes claimed that noth-
ing in biology can be understood except in the light of evolution. What I
have learned—and many biologists would agree with me—is that nothing
in evolution can be understood except in the light of demography. As just
noted, demographers have made some contributions to understanding the
processes of evolution, but demographers could surely make many more.

My interest in evodemo was stimulated by research by Deborah Roach,
a professor at the University of Virginia whose studies are supported in part
by our grant from the National Institute on Aging. She uses Plantago lancealota
—a common plant, indeed a weed, known as plantain—as her experimen-
tal model. As this plant gets older, it tends to get bigger, and as it gets bigger
its fecundity tends to increase and its chances of morbidity and mortality
tend to decrease. It seemed to me that this could be called “negative senes-
cence” and that to understand aging it would be useful to compare species
characterized by negative senescence with species, such as humans, that
get weaker and less fertile with age.

William Hamilton, in 1968, published a highly influential article in
which he claimed to prove that negative senescence is evolutionarily im-
possible. So when, a couple of years ago, I uttered the phrase “negative
senescence” at a research workshop on the biology of aging, I was assaulted
with hisses. This stimulated me all the more. A talented doctoral student,
Annette Baudisch, with some help and encouragement from me, showed
that Hamilton’s “proof” is no such thing. A research team at the Max Planck
Institute for Demographic Research is now developing evodemo models of
positive versus negative senescence, and we have published an initial ar-
ticle (Vaupel et al. 2004).

The nature of demography

Let me conclude with some remarks about how the course of my research
career has shaped the way I have come to see the field of demography more
generally. The deepest attraction of demography for me is that it is funda-
mentally a mathematical discipline. We demographers can prove theorems
that hold forever. For the last three winter semesters in Rostock I have taught
a course on “The theory of pure demography.” In each of the 28 classes in
the semester, I prove at least one demographic theorem. This to my mind is
the essence of demography, the core that makes demography a discipline.

It seems to me that demography is where the social sciences meet the
biological sciences. Some demographers may object that their field is much
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closer to sociology, economics, and history than it is to biological disciplines
such as epidemiology, ecology, population genetics, evolutionary theory,
or physical anthropology. This may be true according to the current affilia-
tions of most demographers, but in terms of the scope of demography as a
field of study, I would argue that our domain includes large biological as
well as social science territories. Death, after all, has biological aspects, as
do morbidity, disability, and aging more generally. Fertility also has bio-
logical underpinnings.

At Odense University Medical School, I was professor of epidemiology
and demography—and I can testify that the two disciplines have many points
of contact. The flourishing of biomedical demography has brought epide-
miologists and demographers even closer together. Research on the bio-
logical demography of aging is creating ties with biologists who study non-
human species. Demographers have much to contribute to research in the
areas of population genetics, evolutionary theory, ecology, life-history biol-
ogy, and various other branches of the life sciences. My hunch is that much
of the future growth of the field of demography will be in the direction of
our legitimate but underexplored territory in the biological sciences.
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From Alzheimer’s Disease
to a Demography of Chronic
Disease: The Development of
Demographic Synthesis for
Fitting Multistate Models

DOUGLAS EWBANK

This is the story of a process of discovery that led from a study of Alzheimer’s
disease to demographic models that incorporate genetics. This in turn led to
a generalized demographic approach to estimating multistate models. This
evolution is documented in four papers (Ewbank 1999, 2002a, 2002b, 2004).
The first uses a basic demographic model to examine the claim that
Alzheimer’s disease is the fourth leading cause of death in the United States.
The second expands this model by incorporating differences in the incidence
of Alzheimer’s disease by genotype. The next paper applies the demographic
model incorporating genotype to all-cause mortality. And the fourth ap-
plies the results on mortality by genotype to examine the effects of one
gene on the variation in mortality within and among populations.

The discussion of each paper, presented below, is prefaced by a de-
scription of how the research question originated and of previous research
on the topic. This is followed by a brief description of the logic underlying
the demographic model and the data used to answer the question. This de-
scription highlights a few elements of the models; they are described in full
in the published papers. The main findings that relate to the development
of the models are summarized and new insights are described. I make no
claim for the originality of any of these ideas. They were merely ideas that
were new to me or captured my attention and contributed to the research
at hand.

Deaths attributable to Alzheimer’s disease in the
United States

In early 1992, Alzheimer’s disease was labeled the fourth leading cause of
death in the United States. This claim originated in an editorial in the New
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England Journal of Medicine by Robert Katzman (1986). The method used to
derive the conclusion was not described in detail; however, it was basically
a back-of-the-envelope calculation of attributable risk. Although this claim
was accepted by many Alzheimer’s disease researchers, demographers were
generally skeptical.

Alzheimer’s disease is the most common cause of severe memory loss
in the elderly. It is a chronic disease that causes a decline over a period of
years in short-term memory, language, ability to recognize friends and family
members, and other basic cognitive abilities. In 1991 Alzheimer’s disease
was reported as the underlying cause of death for 14,112 deaths in the United
States, 13,768 of which involved people over age 65 years (Hoyert 1996).
According to these data, Alzheimer’s disease would rank as the eleventh
most common cause of death among those over age 65—not the fourth
leading cause at all ages. Including all deaths for which Alzheimer’s disease
was mentioned as a contributing cause more than doubles the reported num-
ber. Between 1979 and 1991, the reported age-adjusted death rate for
Alzheimer’s disease increased twelve-fold. Most of this increase was due to
increased awareness of Alzheimer’s disease and decreasing use of less spe-
cific diagnoses for dementia.

Numerous studies have documented excess mortality rates among pa-
tients with Alzheimer’s disease (Barclay et al. 1985; Evans et al. 1991; Kukull
et al. 1994; Larson et al. 2004). It is not clear, however, why this should be
the case, at least until the last stages of the disease. It is clear from several
studies that Alzheimer’s disease is underreported on death certificates in the
United States (Macera et al. 1992; Raiford et al. 1994). For example, a study
in Rochester, Minnesota, of Alzheimer’s disease cases diagnosed between 1960
and 1984 reported that only 11 percent of death certificates mentioned de-
mentia (Beard et al. 1996).

Methods1

To estimate deaths from Alzheimer’s disease I followed Katzman’s use of an
attributed risk model. I produced two independent estimates by examining
two sets of data using a different method for each set. The first estimate was
based on published data from the East Boston Study, which was a large popu-
lation-based study of the incidence and prevalence of Alzheimer’s disease and
the excess mortality associated with it (Evans et al. 1989; Evans et al. 1991).
The second applied a demographic model and data from several different kinds
of studies. It is this second approach that has led to much further research.

The demographic model underlying the second estimate is a relatively
simple multistate model. It looks like a life table with additional columns to
keep track of individuals by their disease status. Individuals at each age are
divided into those who do not have Alzheimer’s disease, S

N
(x), and those

who do S
A
(x,d). The second index variable for Alzheimer’s disease cases, d,

PDR 30 supp Ewbank/au/EPC/sp 1/26/05, 10:29 AM64



D O U G L A S  E W B A N K 65

Chronic obstructive
pulmonary disease

Alzheimer’s

Cerebrovascular

Cancer

Heart

0 100 200 300 400 500 600 700

Number of deaths (in thousands)

FIGURE 1   Estimated number of deaths from Alzheimer’s disease and
reported numbers of deaths from heart disease, cancer, cerebrovascular
disease, and chronic obstructive pulmonary disease, United States, 1995

SOURCES: Ewbank 1999; Rosenberg et al. 1996.

tracks duration of disease. The incidence of disease is modeled using a
Weibull distribution with unobserved heterogeneity (Manton, Stallard, and
Vaupel 1986). This formulation allows the incidence rate to increase rap-
idly with age, but can allow the rates to level off (or even decline) at the
oldest ages. It summarizes the age-specific incidence rates with three pa-
rameters, which are estimated using maximum likelihood as described be-
low. Mortality rates for the model are based on a life table for the United
States in 1990 and several published clinical studies of the relative risk of
death for Alzheimer’s disease cases by duration of disease.

Findings

Although the two estimates were based on different models and different
data, the results were surprisingly similar. The East Boston data led to an
estimate of 173,000 deaths attributable to Alzheimer’s disease in 1995. The
simulation led to an estimate of 163,000. These estimates are about four times
greater than the number of death certificates that mentioned Alzheimer’s
disease in 1991 (Hoyert 1996). It now appears that Alzheimer’s disease was
responsible for about 7 percent of all deaths in 1995. Figure 1 compares the
number of Alzheimer’s disease deaths with the other major causes of death
in the United States in 1995. These estimates place Alzheimer’s disease on a
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par with cerebrovascular diseases as the third leading cause of death in the
United States.

Insights

The approach to estimating the parameters of the Weibull function for the
incidence of Alzheimer’s disease became the foundation for subsequent re-
search described in this chapter using maximum likelihood to estimate the
parameters of the multistate model from a variety of types of data.

The details of the Weibull function with heterogeneity are not impor-
tant. The only important fact is that there are three parameters: the mean
of the gamma distribution of risk, a (the level parameter); the parameter
that determines the rate at which the risk increases with age, m; and the
coefficient of variation in the risk, which slows the rate of increase at the
oldest ages, v. The task is to estimate the values of these three parameters
for the incidence of Alzheimer’s disease.

The maximum likelihood approach to estimation involves finding the
values of the model parameters that maximize the probability of observing
the recorded data. I started with published incidence rates from a longitudi-
nal study of Alzheimer’s disease. Incidence studies involve a baseline sur-
vey that tests everyone for Alzheimer’s disease. A follow-up survey several
years later picks up new cases of the disease among the survivors. The prob-
ability of observing C(x) cases at age x among N(x) individuals at risk is bino-
mial with a rate of l(x|a, m, v). The likelihood of observing the data from a
single study for a given age-sex group is the probability of observing C(x)
and N(x) given values of a, m, and v:

L C N m v x m v x m vx x

C N C
x x x

, , , , , , ,a l a l a( ) = ( ) - ( )[ ]
-( )

1 .

Thinking of the model as a multistate life table, we can express l(x) in
terms of the number of Alzheimer’s disease cases at the appropriate age
and various durations, S

A
(x,d), and the number who do not have Alzheimer’s,

S
N
(x). In a multiround survey, new cases recorded at the second round are

used to estimate “incidence rates.” However, these rates do not include new
cases among individuals who died between survey rounds. Although this
introduces little error, it is possible to match these data with model esti-
mates. For example, if a follow-up survey at three years provided data by
single years of age, the estimated rate at age x from the model is:

l( )
( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( )
.x

S x S x S x

S x S x S x S x
A A A

A A A N

=
+ +

+ + +

0 1 2

0 1 2
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In other words, the observed rate is the number of survivors with new cases
within the last three years (i.e., those at duration 0, 1, or 2 years), divided
by the number of individuals at risk (i.e., the new cases plus those remain-
ing without Alzheimer’s disease). Of course S

N
(x) and S

A
(x,d) are functions

of the values assumed for the three parameters.2

The likelihood of observing all of the data is the product of the bino-
mial probabilities for individual age groups from various studies:

L L L Lx i y i z j= , , ,K K

where L
x,i

 is the likelihood of observing the incidence rate reported at age x
in study i. Then a simple search routine (available in spreadsheet programs)
can find the values of the three parameters of the Weibull that maximize
the total likelihood, L.

At the time I was doing this research there were very few data on the
incidence of Alzheimer’s disease, although I found far more data on the
prevalence of disease. The model also produces estimates of prevalence since
it combines incidence rates with estimates of excess mortality among cases.
Therefore, an alternative approach is to use prevalence data. This is pos-
sible because the incidence of Alzheimer’s disease has probably been rela-
tively constant in the recent past.

The prevalence rate is also binomial where the model estimate of the
probability is the ratio of the number of cases between ages x and x+n to the
total population at those ages:

S z dz

S z dz
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x n
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( )
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+
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The binomial probabilities for each age-specific rate in each of several stud-
ies would then be multiplied together to get the overall likelihood.

At some point it occurred to me that I did not need to limit the estima-
tion to either incidence rates or prevalence rates. By simply multiplying to-
gether the likelihood values from the incidence and prevalence data, it is pos-
sible to use data from both types of studies. Therefore, I estimated the Weibull
parameters from five prevalence studies and one incidence study.3

This approach to estimating the parameters formed the basis for what
I later termed “demographic synthesis.” It is defined as the use of a multistate
model to combine different types of functionally related data to produce
estimates of quantities not adequately measured in any single study.

The model serves as a meta-analytic tool which is not limited to com-
bining studies that all have the same research design and produce the same
indexes. This is a significant improvement over standard meta-analytic meth-
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ods that can only use a single type of data (e.g., incidence rates or prevalence
rates). For example, Jorm and Jolley (1998) studied the incidence of demen-
tia by combining data from numerous longitudinal studies, but they did not
make use of the prevalence estimates that come from the baseline surveys.

This approach can be generalized to combine a wider variety of data.
In the next paper I combined rates from longitudinal studies (incidence rates
or mortality rates) with cross-sectional data (prevalence rates or genotype
frequencies) and odds ratios from case–control studies.

A multistate model of the genetic risk of
Alzheimer’s disease

The attributable risk approach might overstate mortality from Alzheimer’s
disease if patients are much more likely than those without Alzheimer’s dis-
ease to have another major risk factor for mortality. The next research ques-
tion was whether the deaths attributed to Alzheimer’s disease are really a
result of another risk factor that is more common in Alzheimer’s disease
patients.

There are few well-established risk factors for Alzheimer’s disease. One
that seemed promising in this regard is the alleles of the gene for apolipo-
protein-E (APOE). APOE is involved in the transport of fats (lipids) in the
blood stream. Three variants of APOE have been shown to be associated
with different serum levels of lipids. The most common variant is labeled
e3. The second most common is e4, which is a risk factor for both Alzheimer’s
disease (Farrer et al. 1997) and ischemic heart disease (Eichner et al. 1993;
Wilson et al. 1996). The e2 variant is protective against Alzheimer’s disease
and may protect against heart disease. The three variants (alleles) of the
gene that gives the code for APOE are termed e2, e3, and e4.4 These alleles
differ by single nucleic acids at positions 112 and 158: APOE e4 has argin-
ine at both sites, e3 has cysteine at 112, and e2 has cysteine at both sites.
An individual’s genotype is determined by the copies of the APOE alleles
inherited from his or her parents. The most common genotype is e3/3. The
initial research question was whether many of the deaths attributed to
Alzheimer’s disease are really deaths from ischemic heart disease associated
with the e4 allele.

Methods5

Answering this question required several elaborations of the simple model
of mortality and Alzheimer’s disease. First, I had to expand to three causes
of death: Alzheimer’s disease, ischemic heart disease, and all others. Then I
divided the population into groups by genotype. Each genotype would have
different risks of Alzheimer’s disease and ischemic heart disease. I built this
model and tested it. However, I dropped this approach for two reasons. First,
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the model suggested that the APOE–heart disease link was not responsible
for many of the excess deaths among individuals with Alzheimer’s disease.
Second, there were scant data on APOE and ischemic heart disease mortal-
ity, although there are plentiful data on APOE and heart disease morbidity.
Therefore, I dropped back to a simpler model with only two causes of death
(Alzheimer’s disease and all others) to study differences in the risk of
Alzheimer’s disease by APOE genotype. After presenting the model, I ap-
plied this approach (2002a) to published data on males in populations of
European origin.

Although the association of the APOE alleles with the risk of Alzheimer’s
disease was widely accepted, the estimates of the risks associated with each
genotype varied widely from study to study, largely because of sampling vari-
ability. In addition, no single study was large enough to produce useful esti-
mates of the risks associated with the rarest genotypes: e2/2 and e2/4. Farrer
et al. (1997) published an analysis of data on APOE and Alzheimer’s disease
from 40 research teams. The sample size of 5,930 patients and 8,607 controls
was large enough to examine the risks for e2/2 and e2/4 in addition to ex-
amining how the risks changed with age. The analysis relied on a logistic
regression that included age and age-squared terms that differed by APOE
genotype. Thus the odds ratios for the risk of Alzheimer’s disease by geno-
type were allowed to change with age. The problem with this approach is
that it requires any changes with age in the odds ratio to be symmetrical. The
mechanisms that might lead to changes with age, however, are very different
at the youngest and oldest ages (Ewbank 1998).

I used an approach that models the changes in the odds ratios at the
youngest and oldest ages separately. The basic model follows the model used
to estimate the deaths attributable to Alzheimer’s disease. It assumes that
the risk of Alzheimer’s disease for each genotype follows a Weibull distri-
bution with the same values of m (the exponent on age) and v (the amount
of heterogeneity) for each genotype. The differences in risk among geno-
types are modeled by different values for a. After combining the rare e2/2
genotype with the e2/3 and the e2/4 with the e3/3, there are six main pa-
rameters to be estimated: the level of Alzheimer’s disease risk among the
e3/3 at age 80 (which sets a for this reference group), the relative risks for
the e2/3, e3/4, and e4/4 (which define the differences in a by genotype),
and the values of m and v shared by all four genotypes.

This basic model was modified to allow the odds ratios at the youngest
ages to reflect changes in the relative importance of rare genetic forms of
Alzheimer’s disease (Levy-Lahad and Bird 1996). Several genotypes have been
associated with Alzheimer’s disease at ages as young as 35. There is some
evidence that the risks associated with these rare genotypes are not modified
by APOE genotype. Therefore, at the youngest ages APOE genotype has little
or no effect on the risk of Alzheimer’s disease. As the importance of these
rare genotypes declines with age, the effect of APOE becomes apparent.
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 Extending the model to include genotype was not difficult. Estimat-
ing the parameters presented a challenge, however. There are almost no
data on the incidence of Alzheimer’s disease by genotype and few data on
prevalence by genotype. The problem is especially serious for the rarer geno-
types. Therefore, we have little or no data from population-based surveys
with which to estimate the relative risks.

The solution is to use clinical case–control data on the relative differ-
ences in risk among genotypes. The odds ratios from these studies are closely
related to the relative risk parameters we need to estimate. Comparable odds
ratios can easily be calculated from the demographic model. For example,
the odds ratio for e3/4 relative to e3/3 is given by the standard equation for
an odds ratio:
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Similar odds ratios can be calculated using incidence rates to match clinical
studies of the onset of Alzheimer’s disease.

The model was fitted to published data on the incidence and preva-
lence of Alzheimer’s disease and relative risks of Alzheimer’s disease by APOE
genotype.

Findings

The first finding was that the APOE connection with ischemic heart disease
does not explain much of the excess risk previously attributed to Alzheimer’s
disease. Because I dropped ischemic heart disease mortality from the model,
my published findings relate to the age pattern of incidence of Alzheimer’s
disease and differences in incidence among APOE genotypes.

Among men aged 80, the relative risks of Alzheimer’s disease relative
to e3/3 are: R

3/4
: 3.4 (95 percent CI: 2.5–4.4), R

4/4
: 9.4 (3.8–26.6), and R

2/3
:

0.43 (0.24–0.72). The differences between genotypes are slightly larger at
age 65, change rapidly after age 85, and essentially disappear by age 100.
The heterogeneity model assumes that this declining importance of APOE
holds only for the average survivor. For example, if you could change a
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centenarian’s genotype from e3/4 to e3/3, you would reduce his risk of
Alzheimer’s disease by a factor of about 3.4. However, centenarians with
the e3/4 genotype who have not developed Alzheimer’s disease probably
have numerous unknown characteristics that protect them against the dis-
ease. It is only because of these other protective characteristics that cente-
narians with the e3/4 genotype do not on average have higher risks than
those with the e3/3 genotype.

These effects of heterogeneity are probably responsible for much of
the leveling off of the incidence levels at the oldest ages. Some of this is
caused by the fact that the riskier genotypes (e3/4 and e4/4) form a smaller
proportion of the population at risk at the older ages. Similarly, unobserved
heterogeneity (the v parameter) causes the incidence rate among the riskier
genotypes to level off. This is most evident in the incidence rates for the
e4/4 genotype (see below). The model also estimated that about 0.20 per-
cent of the population have rare genotypes that are associated with a risk of
Alzheimer’s disease of about 4 percent per year.

Insights

The first insight is that we can combine estimates of the odds ratios from
case–control studies with incidence and prevalence rates from population-
based surveys to estimate incidence rates by age, sex, and genotype. It is not
feasible to estimate these relative risks from a single large longitudinal study.

The second insight relates to the estimate of v, the coefficient of varia-
tion of unobserved heterogeneity. Unobserved heterogeneity arises because
we cannot control for every factor affecting the risk of Alzheimer’s disease.
The effects of unobserved heterogeneity are generally described in terms of
the age pattern of mortality. The solid line in Figure 2 shows the estimated
incidence of Alzheimer’s disease at each age among males with APOE e3/3.
The gray line shows what the rates would be for this group with the same
level of risk in the Weibull distribution (a) and the same rate of increase in
the absence of heterogeneity (m) but without any heterogeneity (v set to 0).

Figure 2 also shows the estimated incidence rates for the e4/4 geno-
type. Heterogeneity affects the e3/3 and the e4/4 genotypes differently even
though they are based on the same amount of heterogeneity (i.e., the same
value of v). The reason is that heterogeneity selects out the most frail faster
when the incidence rates are high; the combination of the high risks from
e4/4 and other unobserved risk factors is quite powerful. The incidence rates
for the e4/4 level off by about age 90, but the rates for the e3/3 are still
climbing. Therefore, the relative risks (the ratio of the values of the two
curves at the same age) decline at the oldest ages (Figure 3).

This leads to the second insight: changes in the relative risks with age
provide information about the amount of heterogeneity. This is very im-
portant because the confidence intervals for the reported incidence rates
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FIGURE 3   Estimated risk of Alzheimer’s disease, APOE e4/4
genotype relative to the e3/3 genotype
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FIGURE 2   Estimated incidence rates for Alzheimer’s disease, APOE
genotypes e3/3 and e4/4 and the curve for e3/3 without unobserved
heterogeneity
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become very large at the oldest ages and do not provide much information
about heterogeneity. The confidence intervals on the relative risks at the
oldest ages are also large. However, the combination of numerous studies
of each kind can lead to more precise estimates of heterogeneity.

Mortality differentials by APOE genotype

There are good reasons to believe that the risk of overall mortality differs
substantially by APOE genotype since it affects the risks of two major causes
of death: ischemic heart disease (IHD) and Alzheimer’s disease. The previ-
ous paper modeled the differentials in mortality associated with Alzheimer’s
disease, but there were not enough data relating APOE and IHD mortality.
Therefore, the mortality differences by genotype were understated. Thus,
my next paper (2002b) addressed two questions: 1) how much do all-cause
mortality rates differ by APOE genotype, and 2) do the effects of APOE geno-
type on mortality differ by sex or area of residence?

A number of longitudinal studies have examined mortality rates by
APOE genotype. Contrary to expectations, not all of them have found sig-
nificant differences. For example, three of four prospective studies did not
find a significant difference in mortality by APOE genotype (Tilvis et al. 1998;
Vogt et al. 1997; Skoog et al. 1998; Juva et al. 2000). All four failed to find
(or did not test for) differences associated with the e2 alleles. Traditional
meta-analytic methods are not well suited to this issue. A logistic regression
with proper controls for differences in sample size and length of observa-
tion could address this issue with appropriate controls for an interaction
between the gene effect and age. It is not clear, however, what form that
interaction should take.6 In addition, there are no standard age groups used
in published studies, which makes it difficult to properly control for age
differences using logistic regression.

Cross-sectional studies of genotype frequencies by age provide additional
information on mortality by genotype. A lower frequency of a genotype at
the oldest ages suggests that individuals with that genotype died out at a faster
rate. Traditional meta-analytic approaches are not capable of combining cross-
sectional and longitudinal data. Genotype frequencies by age have been used
by Yashin et al. (2000) and Toupance et al. (1998) to estimate excess mortal-
ity from cross-sectional surveys, but they did not include data from longitu-
dinal studies. I used demographic synthesis to combine these two types of
data from five European countries and American whites.

Methods7

The estimation included longitudinal data from six studies that followed
almost 6,000 individuals for an average of 5.6 years of observation.8 The
genotype frequencies come from 12 cross-sectional studies of APOE geno-
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type frequencies by age. These studies include data from young or middle-
aged adults and nonagenarians or centenarians. The total sample size for
cross-sectional data is 7,264 (including the baseline surveys from the longi-
tudinal studies).

The model used to estimate mortality by APOE genotype is a simpli-
fied version of the model of Alzheimer’s disease incidence and prevalence.
It does not specify causes of death and there is no onset of disease.

An important new element in this study was the use of cohort life
tables. The estimation used 56 cohort life tables for different countries by
sex and year of birth. The model forced the mortality rates by genotype to
add up to the rates in the life table for an appropriate cohort. This was done
using the equation:

m
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which merely states that m(x), the reported mortality rate for the cohort at
age x, is equal to the weighted average of the mortality rates for each geno-
type. The weights are the proportion of each genotype that survived to age
x, for example S

2/3
(x). It is easy to solve this equation to derive m

3/3
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values of S(x) and the R(x).
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which relates the relative risk at every age to the rate at birth if the varia-
tion in risk follows a Gamma distribution. This can be rewritten to use any
age as the reference rate in place of age 0. I used age 60 in order to get
confidence intervals at a useful age. By using a cohort life table and pa-
rameterizing the R(x), we do not have to impose a functional form (for
example, a Gompertz curve) on the age-specific mortality rates. This re-
moves one assumption and two parameters that are usually necessary for
this type of analysis.

The use of a life table and the assumption about the relative risks are
similar to some of the methods proposed by Yashin et al. (1999) for the
analysis of cross-sectional data on genotype frequencies. There are a few
differences. First, the life tables used here are cohort life tables. Second,
instead of assuming that the relative risk is the same at all ages, I assume
that they change with age in a way that is consistent with a Gamma distri-
bution of frailty. In addition, multiple types of data are used to estimate the
model.
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Findings

The differences in mortality by genotype are all significant. The relative risks
at death for the main APOE genotypes relative to e3/3 at age 60 are 1.4 for
e3/4 and 0.81 for e2/3. The relative risk for e4/4 is not significantly differ-
ent from the square of the risk for e3/4, 1.96, which means the effects of
the e4 allele follow a dose–response pattern. There were no significant dif-
ferences in the relative risks of death between men and women. In addi-
tion, there were no significant differences between northern and southern
Europe. This is an interesting finding. Since APOE plays an important role
in managing the transport of fats in the blood stream, we might expect the
effect of the e4 allele on IHD mortality to be greater in populations whose
diet is higher in cholesterol and fats. This effect is not discernible in the
available data.

The differences by genotype become small after age 100 (the three rela-
tive risks approach 1.0) because of the effects of unobserved heterogeneity.
The changes in the relative risks with age differ substantially from cohort to
cohort because of large differences in mortality. For example, Figure 4 shows
the relative risks by age for the e3/4 and e4/4 genotypes for males in Finland
born in 1886–90 and for Swedish females born in 1905–09. Only 7.5 percent
of the men in the Finnish cohort survived from age 60 to age 90, whereas

FIGURE 4   Risk of death, APOE genotypes e3/4 and e4/4 relative to
e3/3, Swedish females born 1905–09 and Finnish males born 1886–90
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25.1 percent of the women in the Swedish cohort survived to that age. With
the higher mortality rates among the Finnish males, those with numerous
risk factors die out very quickly and those e4 carriers who survive to the
oldest ages probably carry numerous unobserved protective factors.

Insights

The most important methodological finding is that it is possible to intro-
duce heterogeneity into the model without imposing a Weibull or a
Gompertz curve on the mortality rates. Instead, we can use an existing life
table to define overall mortality rates and simply assume a distribution of
frailty that determines changes in the relative risks by age.

Second, the use of cohort life tables does make a difference in the esti-
mates because the relative risks approach 1.0 faster with higher mortality.
However, it is differences in mortality at the older ages that are important.
Therefore, it is not necessary to have very precise mortality rates for the
earliest cohorts at young ages.

The APOE gene and differences in life expectancy
in Europe

My fourth paper (Ewbank 2004) addresses two questions of great interest
to demographers and others concerned with population-level effects: what
are the implications of differences by APOE genotype for mortality differ-
ences within and among European countries? Since the three APOE alleles
are relatively common and are associated with different risks of mortality,
it is likely that APOE genotype frequencies may play an important role.
Therefore, we can ask how much of the difference in life span (age at death)
among individuals in a population is explained by APOE genotype. In addi-
tion, the frequencies of the APOE alleles differ among European countries:
for example, the e4 allele frequency varies from 9.4 percent in Italy to 21.6
percent in Sweden. In general, the e4 allele is much more common in north-
ern Europe (here represented by Denmark, Finland, and Sweden) than in
southern Europe (Italy and France). This north–south gradient has been
noted by several authors (Lucotte, Loirat, and Hazout 1997; Panza et al.
1999). The e2 frequencies vary from 3.9 percent in Finland to 9.5 percent
in Sweden and do not follow any simple geographic pattern in Europe.

Some evidence on this comes from a study by Stengärd, Weiss, and
Sing (1998). They examined data on middle-aged males from nine Euro-
pean populations to study the relationship between APOE and coronary
heart disease (CHD). They found that differences in the frequency of the
e4 allele explained 75 percent of the variance in CHD mortality. Although
this is an impressive result, the ecological fallacy states that associations
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found at the population level do not necessarily reflect differences at the
individual level.

An alternative approach is to cumulate data at the individual level (e.g.,
longitudinal studies on APOE and mortality) to estimate differences at the
population level.

Methods9

The methods used here are simple analysis of variance and standardization.
To study the effects of APOE on the life span of individuals in a cohort, I
examine the sum of squared deviations in age at death around the mean
age at death, e(x). These calculations are based on the 

1
d

x
 column of the life

table (in survival analysis terms: D(x) = S[x]–S[x+1]). To calculate the pro-
portion of the variation in life span that is attributable to differences by
genotype, we compare the sum of squares around e(x) with the sum of
squares around the genotype-specific mean ages at death, e.g., e3/4(x) for
genotype e3/4.

The effect of differences in genotype frequencies on mortality differ-
ences among countries is also based on an analysis of variance. The vari-
ance among countries in a mortality measure (for example, e(0) or a mor-
tality rate) is compared to the variance among values standardized to a
common set of genotype frequencies. For example, to examine the effect
on life expectancy at birth, e(0), I standardize life expectancy using a stan-
dard set of gene frequencies at birth. The life expectancy at birth in Den-
mark standardized to the gene frequencies in Italy is:

e f e f e f eD
I I D I D I D( ) ( ) ( ) ( )0 0 0 02 3 2 3 3 3 3 3 4 4 4 4= + + +K

where f I
2/3

 is the proportion with genotype e2/3 at birth in Italy and eD
2/3

(0)
is the life expectancy at birth for the e2/3 genotype in Denmark. Similarly,
for e(65) I weight the genotype-specific life expectancies at age 65 in Den-
mark by the genotype frequencies at age 65 in Italy.

Findings

The differences in age at death among genotypes are quite large. For ex-
ample, in the cohort born in Denmark 1895–99 the estimates of e(15) for
both sexes combined for the relatively common e2/3 and e3/4 genotypes
differ by 3.1 years. Although this is a substantial difference, it is relatively
small compared to the standard deviation in life span after age 15, 17.6
years. Calculating the sum of squared differences around the genotype-spe-
cific e(15), I find that the differences by APOE genotype explain 0.9 per-
cent of the variation in life span over age 15 in Denmark. For survivors to
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age 65, the proportion of the variance in remaining life span explained by
APOE genotype is 1.8 percent.

No single factor explains a large proportion of the variation in age at
death. We can put these percentages into perspective by comparing them
to the proportions explained by sex and an estimate of the proportion ex-
plained by all gene effects. Differences in adult mortality by sex are sub-
stantial. For example, for the cohort born in Denmark in 1895–99 the fe-
male life expectancy at age 15 exceeds the male value by 3.3 years. These
differences by sex explain the same proportion of the variation in life span
as APOE genotype: 0.9 percent. At age 65, sex explains about twice as much
as APOE genotype: 3.5 percent compared to 1.8 percent.

The proportion of the variance in age at death attributable to APOE
depends on the gene frequencies. For example, the frequencies of the e2
and e4 alleles in France are smaller than in Denmark. Therefore, for the
same birth cohort in France APOE explains less of the variation in life span
after age 65 than in Denmark: 1.2 percent compared to 1.8 percent. In ad-
dition, the differences in e(65) by sex are much larger in France than in
Denmark. Sex explains 5.5 percent of the variance after age 65 compared
to only 3.5 percent in Denmark. In general, in Western Europe the effect of
APOE on life span after age 65 is comparable to, but generally less than, the
effect of sex.

The proportion of the variation in life span estimated for the Danish
cohort can also be compared to an estimate of the proportion of the variance
explained by all genetic effects. Herskind et al. (1996) used data on Danish
twins born in 1870–1900 to estimate the proportion of life span after age 15
that is explained by genetic differences. They estimated that about 25 percent
of the variation in adult life span is attributable to genetics. Therefore, in this
Danish cohort, differences in mortality by APOE genotype explain about 3.5
percent (i.e., 0.009/0.25) of the contribution of genetics.

The differences in APOE genotype frequencies explain a large share of
the differences among European countries. Table 1 provides the data re-

TABLE 1 Estimated life expectancy at age 65 for males by APOE
genotype for Denmark in the mid-1990s and APOE genotype
frequencies at age 65 in Denmark and Italy

e2/2 e3/3
and and
e2/3 e2/4 e3/4 e 4/4

Life expectancy at age 65, Denmark (years) 15.9 14.6 12.7 10.9

APOE genotype frequencies at age 65 (%)
Denmark 14.1 59.1 24.3 2.5
Italy 13.3 71.4 14.5 0.7

SOURCE: Based on Ewbank 2004.
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quired to adjust the e(65) for males in Denmark to the APOE genotype
frequencies in Italy. In the mid-1990s, Italian males had an e(65) of 15.5
years compared to 14.3 for Danish males. The e3/4 and e4/4 genotypes—
which have the lowest values of e(65)—are much less common in Italy than
in Denmark (Table 1). Combining the e(65) values from Denmark with the
genotype frequencies in Italy leads to a standardized e(65) of 14.5, 0.25
years higher than the actual value in Denmark. Therefore, differences in
APOE genotype frequencies explain 20 percent of the observed difference
between these two countries in e(65) in males. Standardizing the values of
e(65) for Denmark, Finland, France, the Netherlands, and Sweden to the
genotype frequencies in Italy, I find that differences in APOE genotype fre-
quencies explain 16 percent of the differences in e(65) for males and 17
percent of the differences for females. Therefore, APOE explains a substan-
tial share of the differences in mortality after age 65 among these countries.

Insights

These results demonstrate one of the advantages of demographic synthesis
over other meta-analytic techniques. By estimating a multistate life table, dem-
ographic synthesis produces estimates of quantities that cannot be measured
reliably from longitudinal studies with feasible sample sizes. In this case, the
model provides estimates of e(x) by genotype that are not available from any
of the published studies. These estimates can be used for comparisons within
and among populations. They can also be used to simulate the effects of re-
ducing or eliminating the differences by genotype. For example, we could
estimate what would happen if we had a therapy that reduced the excess
mortality associated with the e4/4 genotype. This approach can be used to
study the effects of any fixed factors on differences in life span.

A demographic approach to synthesizing data on
risk factors for chronic disease

This approach to modeling chronic disease relies on one of the fundamen-
tal concepts in epidemiology: the relationship between prevalence and cu-
mulated incidence rates is determined by the duration of disease and differ-
ences in survival rates by disease status. In the case of chronic diseases, the
duration is the time to death. Epidemiologists have generally not exploited
this relationship in the study of chronic diseases. Instead this link between
incidence and prevalence is central to demographic thinking. For example,
the prevalence of people at each age (i.e., the age distribution) is deter-
mined by the history of birth, death, and migration incidence rates. This
difference between epidemiology and demography reflects a fundamental
difference between the two disciplines.
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Most epidemiologists are primarily interested in determining factors
associated with the onset of disease. Research on the progression of disease
is usually left to clinical researchers, biostatisticians, and clinical epidemi-
ologists. Prevalence studies are generally used to demonstrate the popula-
tion burden of a disease or they are used as proxies for incidence rates in
association studies. In general, epidemiologists model the relationship be-
tween incidence and prevalence for infectious diseases only where the preva-
lence of infectious cases in the population drives the incidence of new cases
(e.g., HIV/AIDS, malaria, and measles). However, it is rarely necessary for
epidemiologists to pay much attention to the linkage between incidence
and prevalence.

Demographers, on the other hand, start with an interest in both preva-
lence and entrances to and exits from the population (births, deaths, and
migrations). The study of the incidence or onset of various states (for ex-
ample, marriage rates) is often driven by an interest in the prevalence of
the state (for example, family structure or the prevalence of unmarried young
adults). Therefore, demographers start with an interest in how dynamic pro-
cesses determine the distribution of the population (the prevalence) by vari-
ous characteristics. This perspective is the foundation for the way in which
demographic synthesis estimates multistate models.

Multistate models have been used by demographers to study disease
processes (e.g., Crimmins, Saito, and Ingegneri 1997; Al Mamun 2003) and
social processes (e.g., Hayward and Grady 1990; Schoen and Standish 2001).
The applications have often been based on transition rates (denoted as 

n
m

x

or m(u)) or on transition probabilities (
n
q

x
 or S(x+1)/S(x) ) from multiround

surveys or vital statistics (Keyfitz 1985). In the absence of data on transi-
tions, researchers have used current status data (i.e., prevalence rates) to
estimate measures such as years of life free of chronic disease or disability
(Crimmins, Saito, and Ingegneri 1989). However, demographic synthesis
can combine a wide range of inputs including incidence, prevalence and
odds ratios. In this way, the models that I have used to study Alzheimer’s
disease and the risks associated with APOE genotypes emphasize the fun-
damentally demographic nature of multistate models.10

By combining data from numerous studies, demographic synthesis per-
forms a meta-analytic function. Unlike typical meta-analytic methods, how-
ever, this approach can integrate information from a wide range of study
designs. It also produces estimates of quantities that cannot be, or have not
been, adequately measured directly (e.g., life expectancy). The process is
one of combining disparate pieces of a whole (synthesis) rather than the
more typical social science activity of identifying the components or causes
of a socially defined entity (analysis).

Demographic synthesis is ideally suited to the study of Alzheimer’s dis-
ease and the effects of APOE genotypes. Alzheimer’s is a chronic disease for
which there is no cure. The treatments that are available only slow the pro-
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cess for a short time. This makes it much easier to model than infectious or
acute conditions that would require modeling of recovery and, possibly, re-
infection. In addition, there is no evidence that the risk of Alzheimer’s dis-
ease has changed in recent decades (although there is some evidence of a
decline in dementia and impaired cognitive functioning). These character-
istics of Alzheimer’s disease simplify both the modeling and the data re-
quirements. However, it is possible to use this approach for infectious dis-
eases and in situations in which the incidence rates have been changing.
For example, some of the basic concepts underlying demographic synthesis
have been used by Heuveline for the study of HIV/AIDS, the prevalence of
which has increased rapidly in the past two decades (Heuveline 2003).

The ability to generalize these models to other chronic diseases was
demonstrated in a paper I wrote with Robbins (Robbins and Ewbank 2001).
We used demographic synthesis to study the onset of Parkinson’s disease
and dementia among cases of Parkinson’s. We combined data on the inci-
dence and prevalence of Parkinson’s with data on the onset of dementia by
duration of Parkinson’s and estimates of the relative risk of mortality among
Parkinson’s cases and cases of Parkinson’s with dementia. This approach
provides estimates of numerous useful summary statistics such as demen-
tia-free life expectancy of patients with Parkinson’s disease.

APOE is also well suited to demographic synthesis. First, it meets the
three criteria for what I have termed a “demogene”—a gene that has no-
ticeable effects at the population level (Ewbank 2000). Demogenes must
have variants that are associated with sizable differences in the risk of com-
mon conditions, and these variants must be common in the population (e.g.,
carried by more than 5 percent of the population). The importance of a
demogene is enhanced if the frequency of the variants differs substantially
across populations. To date, the gene for APOE is the only gene proven to
meet all three of these criteria. Demographic synthesis can be applied to
genes that do not meet some or all of these characteristics if there is suffi-
cient population-level data. However, the full benefits of demographic syn-
thesis for population genetics are realized for demogenes.

The applicability of demographic synthesis to the study of other fixed
traits has been demonstrated by Stone (2004). She has used this approach to
study the mortality of individuals who have a sibling who survived to age
110. The advantage of this approach is that it is semi-parametric—it models
the changes in the relative risks without imposing a parametric form for the
full life table. In that regard it improves on the nonparametric Kaplan–Meier
approach without imposing a Gompertz or Weibull distribution on the age
pattern of risk.

The value of this approach is not limited to applications to chronic
disease and mortality. It can be applied to estimate any multistate model.
The modeling is easier if the risks (or the relative risks) have stayed con-
stant. Even this assumption is not necessary, however.
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1 This section and the subsequent section,
“Findings,” are based on “Deaths attributable
to Alzheimer’s disease in the U.S.” (Ewbank
1999).

2 The published data are actually for much
larger age groups. Therefore, we need to
weight the l(x) using an appropriate age dis-
tribution by single years of age.

3 The model also relied on estimates of
excess mortality among Alzheimer’s disease
cases by duration of disease. These were esti-
mated by averaging data from several clinic-
based studies.

4 In many articles and in discourse, the
distinction between the gene forms (e2, e3, and
e4) and the resulting gene products (e2, e3,
and e4) is often ignored.

5 This section and the subsequent section,
“Findings,” are based on “A multistate model
of the genetic risk of Alzheimer’s disease”
(Ewbank 2002a).

6 For a brief discussion of some of these
issues, see Ewbank 1998.

7 This section and the subsequent section,
“Findings,” are based on “Mortality differences
by APOE genotype estimated from demo-
graphic synthesis” (Ewbank 2002b).

8 Since the time this paper was published
in Genetic Epidemiology, I have updated the es-
timates using two new data sets from the
Netherlands and two from the United States.
Therefore, the sample sizes and the results
given here are slightly different from those
given in the paper. These more recent esti-
mates are described briefly in the fourth pa-
per discussed below.

Postscript

This chapter has described the evolution of demographic synthesis from a
specific application (the study of Alzheimer’s disease as a cause of death) to
a generalized approach to studying chronic disease and the population-level
effects of genetic variability. Demographic synthesis also offers an alterna-
tive way to fit multistate models. I illustrated the development of this ap-
proach through references to four previously published papers. However,
this discussion makes the process of discovery look far more orderly than it
was. When describing an intellectual process, the chronological approach
can be at odds with the logical. The situation that led to a discovery is rarely
the best example for explaining it. Over time, what began as a solution to a
small problem at hand slowly becomes an approach with more general ap-
plications. Therefore, this retrospective look obscures what was really a pro-
cess of rediscovery, refinement, and restatement.

This voyage of discovery is not complete. Currently, I am expanding
the model of the risk of Alzheimer’s disease by APOE genotype and apply-
ing it to the raw data from a large number of case–control studies. I am
beginning a study of the effects of several fixed characteristics on mortality
at the oldest ages. I also plan to modify the models of genetic effects to
address questions that involve latent classes and to develop applications to
the study of centenarians. Variants of these models can find wide applica-
bility in both demography and epidemiology.

Notes
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Integrating Biology into
the Study of Health
Disparities

EILEEN M. CRIMMINS

TERESA E. SEEMAN

Socioeconomic status, ethnicity, and other salient social and demographic char-
acteristics contribute to differences in health outcomes with age through mul-
tiple biological pathways. Investigators at the USC/UCLA Center on Biodemo-
graphy and Population Health seek to clarify the multiple proximate biological
mechanisms through which health differentials arise in mortality, cardiovas-
cular disease, cancer, and physical and cognitive functioning. Founded in 1999,
the center has developed multidisciplinary research teams and projects, in-
corporating biological, epidemiologic, and medical researchers along with more
traditional demographic, behavioral, and psychosocial researchers to promote
integrative research. Clarification of the effect of various biological risk fac-
tors on health outcomes as well as better understanding of their relationships
to demographic, behavioral, psychological, and medical factors will provide
more complete explanations of the sources of differentials in the health of
populations and may improve our ability to develop effective interventions
to reduce these differentials.

Population health disparities

A vast body of evidence documents that people who are poorer and who
have less education are more likely to suffer from diseases, to experience
loss of physical functioning, to be cognitively and physically impaired, and
to experience high mortality rates (Adler et al. 1993; Hayward et al. 2000;
Smith 1999; Williams 1990). Lower educational attainment has been linked
to higher mortality from most causes (Rogers, Hummer, and Nam 2000;
Steenland, Henley, and Thun 2002). Some chronic causes of mortality and
morbidity are particularly associated with low education level; these include
diabetes, hypertension, and heart disease. Disability, loss of functioning, and
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cognitive impairment are also higher among those with lower levels of so-
cioeconomic status (Crimmins, Hayward, and Seeman 2004; Jones and Gallo
2002; Seeman et al. 1994b; Albert et al. 1995).

The large health differentials by race and ethnicity in the United States
are at least partially the result of differences in socioeconomic status. Blacks
have significantly higher prevalence and incidence of many of the major
chronic diseases, including hypertension, diabetes, and stroke, as well as
greater levels of loss of functioning and disability (Hayward et al. 2000;
Smith and Kington 1997). Hispanics are less clearly disadvantaged; most
estimates of Hispanic life expectancy indicate that it is either similar to or
longer than that of non-Hispanic whites and higher than that of black
Americans (Hayward and Heron 1999; Rogers et al. 1996). Hispanics also
appear to have lower mortality from cancer, cardiovascular disease, and
chronic lung conditions (Markides et al. 1997; Sorlie et al. 1993). There
are, however, some conditions from which Hispanics are more likely to
die; the statistically most important is diabetes (Sorlie et al. 1993). Be-
cause the Hispanic population comprises a high proportion of immigrants,
selectivity complicates the interpretation of these differentials (Crimmins
et al. 2004; Palloni and Morenoff 2001).

Understanding health differentials

During the past four years, the Center on Biodemography and Population
Health has contributed to clarifying the relative burden of mortality, dis-
ease, and disability among population groups, using demographic approaches
to summarizing the life cycle effects of health differences. Center research-
ers have used the concepts of “years of life lost” and “healthy life expect-
ancy” to clarify the relative life cycle effects of population health differen-
tials. “Years of life lost” indicates how many years are not lived relative to
the longest-lived group; “healthy life expectancy” divides years of life lived
into healthy and unhealthy. Such methods can be linked to population com-
position to summarize effects of health differentials in actual populations;
or they can eliminate population composition effects through the use of life
table populations to compare the forces of mortality and morbidity across
population subgroups (Robine et al. 2003; Crimmins and Cambois 2003).
Multistate approaches to active life expectancy can be used to clarify the
implications of changes in mortality and morbidity for population health
(Crimmins, Hayward, and Saito 1994).

Crimmins and colleagues have estimated differences in healthy life ex-
pectancy for blacks and whites (Crimmins and Saito 2001; Crimmins, Hay-
ward, and Saito 1996; Molla et al. 2003). Black Americans can expect to
live more years than whites with a disabling health problem that has begun
at an earlier age, and the differentials in healthy life are greater than differ-
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entials in total life. Within both racial groups, differences in healthy life
expectancy by education are large, and over time individuals with the highest
levels of education among both blacks and whites have experienced the
greatest increase in healthy life (Crimmins and Saito 2001). Coupling the
years-of-life-lost approach with the years-of-healthy-life approach, we have
documented that the most marked differentials manifest themselves in the
far lower likelihood that black men with low education will reach old age
(Crimmins and Saito 2001).

Using years of life lost, Wong and colleagues (2002) measured the im-
pact of specific causes of death on differences in mortality by socioeconomic
status and race. Before age 75, relatively few diseases account for most of
the mortality disparities: cardiovascular disease accounts for about a third
of both the educational and the black/white differences; lung cancer is an-
other important contributor to the disparities by education.

We have also used the healthy-life-expectancy approach to estimate
the length of time men and women spend living with specific diseases
and impairments (Crimmins, Kim, and Hagedorn 2002). For instance, an
average woman lives more years with heart disease than an average man
even though men have higher incidence of and mortality from heart dis-
ease (Crimmins et al. submitted). This approach has also shown that on
average women live longer with cognitive impairment than men because
of lower female mortality (Suthers, Kim, and Crimmins 2003).

Much of the evidence that we have used in evaluating health differ-
ences points to an earlier onset of health problems among individuals with
lower socioeconomic status and among blacks. This is analogous to an ear-
lier “aging” of disadvantaged people. In an attempt to clarify this facet of
population health differences, we have used data from the Health and Re-
tirement Survey to estimate “equivalent ages,” or ages at which education
subgroups of the population experience the same rates of prevalence or in-
cidence of age-related health problems (Crimmins, Hayward, and Seeman
2004). Logistic and hazard equations relating age and education to preva-
lence and onset are the basis for estimates of age-specific rates of disease
prevalence and onset for those with 8, 12, and 16 years of education (Fig-
ure 1). The base rate is that of the lowest education group at age 51 years,
and equivalent ages are those at which individuals with 12 and 16 years of
education experience the same rates. For those with 16 years of education,
equivalent ages for onset and prevalence of disease are reached 5 to 15 years
later than among those with less education.

Our use of demographic approaches to health differentials has clari-
fied the importance of integrating life cycle effects into the study of health
differences. While we focus on socioeconomic and race/ethnic differences,
it is clear that age is an additional consideration in examining disparities
across groups. Differentials tend to be greater before old age, and some dif-
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ferentials disappear (Crimmins, Hayward, and Seeman 2004). And while
socioeconomic status and race are related to most health outcomes, differ-
entials are larger for some outcomes than others. At older ages differentials
in disability and loss of functioning are greater than differentials in the pres-
ence of major mortal diseases. All of these results point to a complex inter-
action of age-specific mortality and morbidity rates in producing health dif-
ferentials in populations.

Seeman has pioneered research on the social and psychological path-
ways that are hypothesized to act as partial mediators of socioeconomic ef-
fects on health and mortality. She has documented the links between social
and psychological factors and cardiovascular disease (Seeman and Syme
1987; Seeman 1991), as well as the links between such factors and patterns
of cognitive and physical decline (Seeman et al. 1993, 1995, 1996, 1999,
2001; Unger et al. 1999) and mortality (Seeman et al. 1987, 1993). Most
recently, she has elucidated the biological pathways through which social
and psychological factors affect health and longevity, documenting links be-
tween social integration, support, and social conflict, and biological param-
eters known to affect health, including neuroendocrine function (Seeman
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et al. 1994a) and major cardiovascular and metabolic factors (Seeman and
McEwen 1996).

Moving to a more integrative model

Integrative, multidimensional models linking social status and race/ethnicity
to health outcomes through social, psychological, behavioral, and biologi-
cal causal mechanisms have increasingly become a focus of research among
demographers and health researchers. Center researchers have been in the
forefront of efforts to integrate demographic and health approaches
(Crimmins and Seeman 2001; Seeman and Crimmins 2001). Figure 2 pro-
vides a heuristic model of the multiple (and possibly interacting) pathways
that are a focus of research sponsored by the USC/UCLA center. While the
model appears static, this research recognizes that levels of biological risk
and chronic health conditions grow out of social, psychological, economic,
and medical conditions over the entire life cycle and are at the root of dif-
ferences in healthy life and years of life lost (Link and Phelan 1995; Adler
et al. 1993; Garber 1989).

While these mechanisms combine over the life cycle and contribute to
differences in health in myriad ways, all the mechanisms must eventually
work through biological factors to affect the “premature aging” or earlier

FIGURE 2   Heuristic biopsychosocial model of health outcomes
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onset of disease and disability among disadvantaged people. Indeed, many
of these biological risk factors are at play decades before disease is clinically
evident, and their early identification and treatment would be a promising
approach to reducing mortality and morbidity at older ages. The cumula-
tive lifetime levels of adversity and disadvantage experienced by persons of
lower status are likely to result in higher levels of physiological deteriora-
tion at younger ages (Finch and Seeman 1999).

Understanding biological pathways

The USC/UCLA Biodemography Center has undertaken a number of projects
to enhance our understanding of the biological processes through which
population health differentials are generated. A particular approach has been
to demonstrate the biological pathways through which traditional demo-
graphic variables (e.g., socioeconomic status, race/ethnicity, age, sex) affect
health outcomes such as disease, disability, and mortality. The pathways
we have considered include those that progress through multiple physiologi-
cal systems including the cardiovascular, metabolic, endocrine, immune and
inflammation, and sympathetic nervous systems. Genetic factors have also
been a more recent focus of research.

Evidence links individual biological risk factors to education, other
measures of socioeconomic status, race and ethnicity, and health outcomes.
Biological variables frequently found in models explaining education/so-
cioeconomic status, and race/ethnic differences in health in the United States
include indicators of cardiovascular and metabolic processes such as blood
pressure, lipid profiles, and relative weight (Winkleby at al. 1998, 1999;
Kaplan and Keil 1993). More recently, markers of inflammation and co-
agulation processes have been recognized as potentially important predic-
tors of vascular conditions (Finch et al. 2001; Wilson, Finch, and Cohen
2002). Inflammatory markers have been related to cardiovascular diseases
and also have been shown to be distributed negatively by socioeconomic
status, with lower educational status being associated with higher levels of
such markers of inflammation (Danesh et al. 1998, 1999, 2000; Ishizaki et
al. 2000; Wamala et al. 1999).

One focus of center researchers has been on the question of whether
biological factors previously shown to be associated with health risks in gen-
eral populations remain significant risk factors among older adults and how
the importance of risk factors changes with age. Findings indicate that while
some biological factors continue to be associated with increased health risks
in older adults, others do not. For example, higher burdens of inflamma-
tion continue to be associated with increased risks for cognitive declines
(Weaver et al. 2002) as well as with mortality in older adults (Hu et al.
2004). Higher homocysteine levels (generally the result of low dietary folate
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intake) are associated with significantly increased risks for both physical
and cognitive decline (Kado et al. 2002; Kado et al., in press). Elevations in
other “stress” hormones (e.g., cortisol, epinephrine) are associated with in-
creased risks for cognitive decline (Seeman et al. 1997a; Karlamangla et al.,
in press a) as well as risks for onset of new depression among older persons
(Karlamangla, Chodosh, Seeman, in preparation). A recently completed
project has provided intriguing evidence that lower reported happiness may
be linked to increased risk for fracture in older adults through an associa-
tion with higher cortisol exposures (Karlmangla, Singer, Greendale, Seeman,
in preparation).

While the foregoing research has largely provided evidence of the con-
tinued impact of biological factors on risks for mortality and functional de-
cline at older ages, center researchers have also recently documented po-
tentially important age-related declines in the salience of several risk factors.
Analyses have shown that, at older ages, not only is higher cholesterol not
a risk factor for mortality but higher cholesterol levels are associated with
less risk of mortality and lower risk for cognitive decline (Karlamangla et
al. 2004). While surprising in light of the considerable evidence linking higher
total cholesterol to increased risks for cardiovascular disease, these findings
are consistent with a growing body of evidence indicating that total choles-
terol is not associated with increased mortality among older adults (Ander-
son, Catelli, and Levy 1987; Corti et al. 1997; Volpato et al. 2001).

Center research has also examined the changing relationship with age
between behavioral risk factors and mortality. The link between smoking
and mortality is reduced in old age (Crimmins 2001), and the lack of a rela-
tionship between obesity and mortality in old age has been demonstrated
in both the United States and Japan (Crimmins 2001). Research on vari-
ability of risk with age is providing a basis for developing life cycle models
of health outcomes for which age-specific risk relationships are a crucial
input. One aim of the research is to understand how risk varies over the life
cycle and results in changes with age in the distribution of risk or heteroge-
neity of the population.

Cumulative biological risk

Center faculty have pioneered efforts to develop more comprehensive, cu-
mulative models of biological risk and its impact on health and functioning
over the life course. The search for summary scores that incorporate multiple
biological risk factors is motivated by the observation that many individuals
are exposed to several risk factors and small increases in multiple risk factors
can lead to a substantial increase in overall risk, even if no single factor ex-
ceeds its clinically accepted threshold. Research on the metabolic syndrome
(also known as Syndrome X, Insulin resistance syndrome, and cardiovascular
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risk factor cluster), for example, has demonstrated the significantly increased
risks for cardiovascular disease and mortality associated with the presence of
a constellation of risk factors, including hyperinsulinemia, trunkal obesity,
dyslipidemia, and hypertension (Trevisan et al. 1998; Lindblad et al. 2001;
Lakka et al. 2002). Similarly, research from the Framingham Study has shown
that a composite score created from multiple cardiovascular risk factors strongly
predicts risk of coronary heart disease in the Framingham cohort as well as
other population-based cohorts (Wilson et al. 1998; ATP III 2001).

The concept of allostatic load has been proposed as a more compre-
hensive, multisystem view of the cumulative physiological toll that may be
exacted on the body through attempts to adapt to life’s demands (McEwen
and Stellar 1993; McEwen 1998). Allostatic load is a measure of the cumu-
lative impact of adaptive physiological responses that chronically exceed
optimal operating ranges, resulting in wear and tear on the body’s regula-
tory systems. Such a multisystem approach may be useful in conceptualiz-
ing biological mediation of the effects of education/socioeconomic status
and race/ethnicity on health and longevity.

The idea that allostatic load is a cumulative phenomenon derives from
evidence in both animal and human studies that profiles of physiological
dysregulation are frequently cumulative, with evidence of a narrowing of
systems’ ranges of response and an overall reduction in the capacity to adapt
with increasing age (Seeman and Robbins 1994; Young et al. 1980; Rowe
and Troen 1980; Shock 1977; Lipsitz and Goldberger 1992). The cumula-
tive burden of physiological wear and tear is, at least partially, a product of
the individual’s interaction with the environment throughout life, with older
individuals having more cumulative dysregulation but with substantial vari-
ability within any one age group.

A multisystem approach to biological risk similar to “allostatic load”
provides a more comprehensive framework for conceptualizing the con-
current biological pathways through which education, other indicators of
socioeconomic status, stressors, health behaviors, and other factors may af-
fect health outcomes over the life course. Biological risk measurements also
have the potential to provide some of the earliest evidence of pathophysi-
ological processes that ultimately progress to clinical disease. A multisystem
view of biological foundations of health risks seems well suited to investi-
gating influences of broad sets of factors that are associated with differences
in socioeconomic status. These biological systems are the pathways through
which the individual’s interaction with his/her environment is translated
into physiologically adaptive (or nonadaptive) responses.

The multisystem approach attempts to incorporate information about
the multiplicity of potentially additive and/or synergistic biological processes
that operate continually as we interact with our environment. A multisys-
tem approach to investigation of biological “health risk” profiles seeks to
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move us beyond traditional approaches that have identified individual “risk
factors.” The approach explicitly considers the simultaneous and potentially
cumulative impacts of physiological effects from multiple regulatory sys-
tems—consistent with growing evidence of counter-regulatory links between
various major physiological systems, with changes in one leading to alter-
ations in the patterns of activity in others.

Initial efforts to test empirically the concept of allostatic load were un-
dertaken by an interdisciplinary team, including Teresa Seeman, Bruce
McEwen, Burton Singer, Ralph Horwitz, and Jack Rowe (Seeman et al.
1997a). The initial conceptualization of allostatic load was based on avail-
able data from the MacArthur Study of Successful Aging and included ten
biological parameters: systolic blood pressure, diastolic blood pressure, waist-
to-hip ratio, ratio of total/HDL cholesterol, HDL cholesterol, glycosylated
hemoglobin, cortisol, norepinephrine, epinephrine, and DHEA-S. These rep-
resent physiological activity across the cardiovascular system, the metabolic
system, the hypothalmic–pituitary axis, and the sympathetic nervous sys-
tem. In subsequent analyses, additional indicators have included renal func-
tioning, lung capacity, markers of inflammation and coagulation, and these
have added to the explanatory power of the measure (Seeman et al. 2004).

The initial conceptualization of allostatic load in the MacArthur Study
was based on a simple count of the number of markers (from a set of ten) for
which the subject scored in the upper 25 percent of the distribution, a sum-
mary measure that has been shown to predict mortality as well as risk for
decline in physical and cognitive functioning among a sample of initially
healthy older persons (Seeman et al. 1997b; Seeman et al. 2001). Subsequent
analyses have explored several alternative techniques whereby individual in-
dicators can contribute differentially and through their entire range of values
to risks for outcomes of interest (e.g., through use of factor analyses, cannonical
correlation, and recursive partitioning techniques; Seeman et al. 2004;
Karlamangla et al. 2002; Singer, Ryff, and Seeman 2004). Use of these more
refined approaches has clarified that the optimal weighting of the individual
components of biological risk differs depending on the outcome of interest
and suggests that levels of risk follow a continuous pattern (e.g., risks accrue
not only from clear deviations from “normal/optimal” levels of functioning,
but from more modest deviations as well)—providing support for the use of
the full continuum of values for the various biological indicators. Despite the
apparent gains in predictive ability with more complex operational defini-
tions of biological risk, comparisons of the simple count index with the more
refined measures do not indicate major differences in their ability to predict
health outcomes, and the simple summed measure has the advantage of be-
ing easily defined and interpreted across populations.

While current conceptualizations of allostatic load include most of the
components of the Framingham risk score and the metabolic syndrome
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(i.e., traditional cardiovascular risk factors such as blood pressure, choles-
terol, relative weight, and glucose dysregulation), analyses of the relative
contributions to health risks of these traditional risk factors for cardiovas-
cular disease versus the additional factors (e.g., stress hormones) have in-
dicated that both sets of factors make significant independent contribu-
tions, so that the more inclusive allostatic load measure is a better predictor
of health outcomes (Seeman et al. 2001; Seeman et al. 2004; Karlamangla
et al. 2002).

Most recently, center researchers in collaboration with others have be-
gun to examine differences in allostatic load by socioeconomic status. Analy-
ses based on the MacArthur Successful Aging Study have demonstrated that
a summary index of cumulative allostatic load is related to education, with
lower education being associated with greater allostatic load (Seeman et al.
2004). These analyses also demonstrate that differential allostatic load medi-
ates approximately 35 percent of the education-related differences in mortal-
ity among the study group of persons 70 to 79 years of age at the beginning
of observation. Levels of social integration (known to be negatively related to
mortality; Seeman 1996) are significantly and negatively associated with
allostatic load in older men, with parallel though nonsignificant patterns seen
among older women (Seeman et al. 2002). Similar findings have been re-
ported for middle-aged adults (Singer and Ryff 1999).

Biological risk pathways at younger ages are being investigated, with
particular attention to the trajectories of biological risk development at
younger ages. Analyses of trajectories of developing cardiovascular risk based
on data from the Coronary Artery Risk Development in Young Adults Study
(CARDIA) have shown that socioeconomic status differences in risk pro-
files are evident in young adulthood (e.g., beginning when subjects were
aged 18–30) and that these socioeconomic status–associated differences tend
to become more accentuated over time. Those at highest risk initially show
the steepest trajectories of increasing risk over the next ten years (Karla-
mangla et al., in press b). These associations hold true for childhood socio-
economic status as measured by parental educational attainment and
participant’s own educational attainment. In each case, socioeconomic sta-
tus was found to be negatively associated with a summary index of cardio-
vascular risk in whites. Although the trends were similar for blacks, the
“gains” from college education in terms of lower cardiovascular disease risk
scores were smaller and did not achieve statistical significance in men
(Karlamangla et al., in press b).

Additional work based on the National Health and Nutrition Exami-
nation Survey (NHANES) is investigating socioeconomic status and ethnic
differences in age-related patterns of cumulative biological dysregulation in
a nationally representative sample of persons aged 20 years and older. Our
initial analysis indicates that differences in biological risk by race/ethnicity

PDR 30 supp Crimmins/au/EPC/sp 1/26/05, 1:35 PM98



E I L E E N  M.  C R I M M I N S  /  T E R E S A  E .  S E E M A N 99

and socioeconomic status will provide significant explanations for the mecha-
nisms producing observed health differences. Defining biological risk using
clinical guidelines where available and definition of risk as used in the
MacArthur data where not available, we examined the average number of
risk indicators out of 13 markers by education and race/ethnicity for per-
sons from ages 20 to 90 years (Wong and Crimmins 2002). Average age-
specific numbers of biological risk markers by education level are shown in
Figure 3a. Similar to results reported above for the CARDIA sample, educa-
tional differentials in biological risk appear as early as age 20 years; how-
ever, they are particularly marked in the age range 35 to 65 years. Those
with more than 12 years of education have markedly lower biological risk
up until the older ages; at ages over 70, biological risk appears to level off,
perhaps because death removes those with high levels of biological risk from
the population (Crimmins et al. 2003).

The National Health and Examination Study III data collected by the
US National Center for Health Statistics also provides the opportunity to
examine differences in biological risk among large samples of blacks and
Hispanics (primarily of Mexican origin) (Wong and Crimmins 2002). While
blacks and Hispanics have similar levels of biological risk, they have higher
average age-specific levels of biological risk than non-Hispanic whites up
until the older ages (Figure 3b). Evidence of the earlier aging of these mi-
nority groups is demonstrated: levels of biological risk for Hispanics and
blacks at age 45 are characteristic of whites at age 55. Race/ethnic differ-
entials are also greatest in the 35 to 65 age range. At the older ages, the
three groups have similar levels of biological risk, again perhaps linked to
the selection by mortality for low biological risk at older ages.

Genetic markers

Center research has begun to include genetic factors along with other bio-
logical risk markers. In the MacArthur sample, the presence of APOE4 alleles
has been linked to cognitive decline (Bretsky et al. 2003; Ewbank, this vol-
ume). Most recently, research has examined possible gene–environment in-
teractions. To date, this research has focused on possible interactions between
the APOE genotype and potentially “protective” factors such as education or
serum antioxidant levels in relation to risks for cognitive decline. Our gen-
eral hypothesis has been that such protective factors might be more impor-
tant in protecting against risks for decline among those with the e4 allele
(i.e., the group at higher risk based on genotype). For education, we found
no evidence for an interaction with APOE genotype (i.e., those with and with-
out the e4 allele show parallel education differences in risks for cognitive
decline) (Seeman et al., in press). By contrast, antioxidant levels appear to
contribute significantly to reduction of risk for cognitive decline for those with
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the e4 allele, while differences in antioxidant levels do not affect risks for
those without the e4 allele (Hu et al., submitted). Additional analyses are
examining possible synergistic relationships between presence of the e4 al-
lele and comorbidities associated with increased risk for cognitive decline (e.g.,
diabetes, hypertension, cardiovascular disease).

The center has also recently funded an innovative project to examine
possible relationships between socioeconomic status and other indexes of
psychosocial disadvantage and evidence of DNA damage (e.g., shorter telo-
mere length, greater mitochondrial damage). Future work will include ad-
ditional genetic markers and their relationships to more traditional biologi-
cal risk factors as well as demographic and social characteristics.

Summary and future directions

During its first four years of funding, the USC/UCLA Center on Biodemo-
graphy and Population Health has integrated biological and medical results
with demographic measures of population health. Evidence has been amassed
linking factors central to demographic models of population health (e.g., so-
cioeconomic status, ethnicity, sex) to various health outcomes; specific at-
tention has been given to evidence for mediating pathways through biologi-
cal, behavioral, and psychosocial factors (Crimmins, Hayward, and Seeman
2004; Crimmins and Seeman 2001; Seeman and Crimmins 2001). Empirical
work has examined the effect of socioeconomic status and race/ethnic differ-
entials on years of healthy life and years of life lost to various major causes of
death (Wong et al. 2002; Crimmins and Saito 2001). A series of papers have
identified biological processes likely to mediate socioeconomic status differ-
ences in a variety of health outcomes (e.g., Seeman et al. 2004; Hu et al.
2004; Karlamangla et al., in press b). Multiple interactive processes account
for observed variation in health, including processes relating to socioeconomic
status and genotype, as well as biological systems. Integrative research, in-
corporating attention to biological, epidemiologic, and medical data, along
with more traditional demographic, behavioral, and psychosocial factors, is
necessary to understanding and projecting demographic trends and to de-
signing interventions to reduce undesirable differences in population health.

Plans for coming years at the center focus on three major areas of in-
terest: 1) better and more comprehensive assessment of biological factors as
well as development of better operational measures of cumulative biologi-
cal risks; 2) additional attention to the role of genetic factors, and in par-
ticular to possible gene–environment interactions in relation to health risks;
and 3) expansion of modeling approaches that reflect lifecourse influences
affecting population health as well as continued attention to the overarching
(and possibly interactive) effects of socioeconomic status and race/ethnicity.
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Unraveling the SES–Health
Connection

JAMES P. SMITH

People of lower socioeconomic status (SES) consistently appear to have much
worse health outcomes.1 No matter which measures of SES are used or how
health is measured, the evidence that this association is large and pervasive
across time and space is abundant (Marmot 1999; Smith 1999). To docu-
ment its principal features, Figure 1 displays the main contours of the so-
cioeconomic status health gradient in the United States by plotting at each
age the fraction of people who self-report themselves in excellent or very
good health by age-specific household income quartiles. Figure 2 plots the
same fractions for people in poor or fair health.

Until the end of life, at each age every downward movement in income
is associated with being in poorer health. Moreover, these health differences
by income class can only be described as dramatically large. The fraction in
excellent or very good health in the top income quartile is often 40 percent-
age points larger than the fraction in the lowest income quartile. In both Fig-
ures 1 and 2, there also exists a strong nonlinearity in the relation between
income and health, with the largest health differences taking place between
the lowest income quartile and all the others. Since this nonlinearity will
prove to be important in resolving some of the key issues surrounding the
SES health gradient, I return to it below. Finally, there is a distinct age pat-
tern to the SES health gradient, with health disparities by income class ex-
panding up to around age 50 years, after which the health gradient slowly
fades away.2 This age pattern will also be critical later in this chapter.

There is a broad consensus about the facts and about the key scientific
and policy questions surrounding the SES health gradient—only the answers
are controversial. Do these large differences in health by socioeconomic sta-
tus indicators such as income largely reflect causation from SES to health, as
many noneconomists appear to believe? Medical scientists are often con-
vinced that the dominant situation is that variation in socioeconomic status
produces large health disparities; their main debate is about why low eco-
nomic status leads to poor health (Marmot 1999). Recent and often insight-

PDR 30 supp Smith/au/EPC/sp 2/2/05, 1:21 PM108



J A M E S  P .  S M I T H 109

ful contributions by these scholars have investigated the influence of other
factors besides access to high-quality health care or deleterious personal be-
haviors, both of which are believed to offer incomplete explanations. These
contributions have instead emphasized long-term impacts of early childhood
or even intrauterine environmental factors (Barker 1997), the cumulative
effects of prolonged exposures to individual stressful events (Seeman et al.
1997), or reactions to macro-societal factors such as rising levels of income
inequality (Wilkinson 1996) and discrimination (Krieger 1999).

While debate continues about competing reasons why SES may affect
health, there is little recognition that the so-called reverse causation from
health to economic status may be fundamental as well. Even if the direction
of causation is that SES mainly affects health, what dimensions of SES actu-
ally matter: the financial aspects such as income or wealth, or nonfinancial
dimensions like education? Finally, is there a life course component to the
health gradient so that we may be misled in trying to answer these ques-
tions by looking only at people of a certain age—say those past 50?

This chapter, which is divided into four sections, provides my answers
to these questions. The first section examines the issue of reverse causation
or whether a new health event has a significant impact on four aspects of
SES: out-of-pocket medical expenses, labor supply, household income, and
household wealth. The next section switches the perspective by asking
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SOURCE: Calculations by author from the pooled National Health Interview Surveys 1991–96.
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SOURCE: Calculations by author from the pooled National Health Interview Surveys 1991–96.

whether the so-called direct causation from SES to health really matters.
Because the answer is yes, a subtheme in this section concerns which di-
mensions of SES—income, wealth, or education—matter for individual
health. The answer to that question turns out to be education, and the third
section deals with the much more difficult issue of why education matters
so much. The evidence in these first three sections relies on data for people
above age 50. Figures 1 and 2 suggest that the nature of the SES health
gradient may be quite different after age 50 than before. In the final section
I test the robustness of my answers to these basic questions about the mean-
ing of the SES health gradient, using data that span the entire lifecourse.

Does health affect socioeconomic status?

The primary focus among epidemiologists and those in the health research
community more generally has been on disentangling the multiple ways in
which socioeconomic status may influence health outcomes. Consequently,
much less is known about the possible impacts health may have on SES.
But for many individuals, especially those who are middle aged, health feed-
backs to labor supply, household income, or wealth may be quantitatively
important. I explore this question by estimating the effect of new health
events on subsequent outcomes that are both directly and indirectly related
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to SES. The outcomes investigated include out-of-pocket medical expenses,
labor supply, household income, and wealth.

Before summarizing those results, I first outline the essential issues in
estimating the effects of SES on health as well as the effects of health on
SES. Current economic status and health reflect a dynamic history in which
health (H

t
) and SES (Y

t
) are mutually affected by each other as well as by

other relevant forces. Most of the relevant ideas can be summarized by the
following two equations:

H
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where X
t–1 

represents a vector of other possibly nonoverlapping time- and
non–time-varying factors influencing health and SES, and u

1t 
and u

2t 
are pos-

sibly correlated shocks to health and SES. The key parameters a
3
 and

 
b

3

measure the effects of new innovations of SES (DŶ t) on health and health
on SES (DĤ t) respectively. In this framework, we can also estimate whether
past values of SES predict health (a

2
π 0) or past values of health predict

SES (b
1
π 0).3

While cross-sectional data can shed light on these issues, there are
advantages to examining questions of causation with panel data. To esti-
mate the “effect” of either (a

3
 or b

3
) on the other, we require exogenous

variation in health (or SES) that is not induced by SES (health). In par-
ticular, this implies that it is not appropriate to use the complete between-
period changes in health or SES to estimate these effects since such varia-
tion hopelessly confounds feedback effects.

In an earlier paper (Smith 1999), I proposed a research strategy for
isolating new health events: the onset of new chronic conditions. While
to some extent people may anticipate onset, much of the actual realiza-
tion and especially its timing may be unanticipated. While new onsets may
provide the best chance of isolating health shocks, not all new onset is a
surprise. A set of behavioral risk factors and prior health or economic con-
ditions may make some people more susceptible than others to this risk.
Thus, predictors of new onsets should be included in models so as to in-
crease one’s confidence that the remaining statistical variation in new on-
sets is “news.” I make a similar point in the next section in discussing the
impact of SES on health.

A new health event in one year may affect medical expenditure, labor
supply, and income not only in that year but in future years as well. For
example, the onset of a new condition may induce only single-period
changes in labor supply, after which labor supply may stabilize. But spillover
effects of a health shock may further depress work effort in future years, or
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alternatively some recovery to original levels may take place. One way of
estimating such patterns is to estimate a series of four equations for each of
waves 2 through 5 of the Health and Retirement Study, summarizing changes
in each outcome between adjacent waves (say labor supply L

t
) as

D DL X Ht t
t

t= +

-

Âa b

2

5

where L
t
 is the between-wave change in labor supply and H

t
 the within-

period health event from period t to t–1. Similar equations would apply for
household income, out-of-pocket medical expenses, and other outcomes. If
there is only a contemporaneous one-period effect of health events, all lagged
values of changes in health will be zero.

The research I summarize here uses the first five waves of data on
health status and transitions, medical expenses, labor supply, income, and
wealth accumulation from the Health and Retirement Study (HRS). HRS is
a national sample of about 7,600 American households (12,654 individu-
als) with at least one person in the household aged 51–61 years originally
interviewed in the fall of 1992 and winter of 1993. The principal objective
of HRS is to monitor economic transitions in work, income, and wealth, as
well as changes in many dimensions of health status. Follow-ups of HRS
respondents were fielded at two-year intervals. HRS instruments span the
range of behaviors of interest: on the economic side, work, income, and
wealth; on the functional side, health and functional status, disability, and
medical expenditures.

In addition to its excellent array of economic variables, HRS measured
many aspects of respondents’ health. These included self-reports of general
health status, the prevalence and incidence of many chronic conditions, the
extent of functional limitations, and out-of-pocket and total health care ex-
penditures. The chronic diseases asked about include hypertension, diabe-
tes, cancer, chronic lung disease, heart problems (e.g., heart attack, angina,
coronary heart disease, congestive heart failure), stroke, and arthritis. In
addition, risk behaviors include current and past smoking, current and past
drinking, self-reported height and weight (BMI), and exercise.

To calculate the impact of the onset of new health events, I estimated
a parallel set of models predicting out-of-pocket medical expenses, changes
in labor supply, and changes in household income. A vector of baseline
attributes is included in all models, including baseline measures of birth
cohort (or age), marital status, race, ethnicity, education, region of resi-
dence, quintiles of family income, and most importantly an extensive vec-
tor of measures of baseline health. These health measures include dummies
for four of the five categories of self-reported health status, the presence at
baseline of each chronic condition, a set of behavioral risk factors (smok-
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ing, exercise, BMI, drinking), and a scaled index of functional limitations
based on the answers to the questions about activities of daily living.

I divided new health shocks into two categories—major (cancer, heart
disease, and diseases of the lung) and minor (all the rest). My results for health
shocks that took place between the first and second wave of HRS are sum-
marized in Table 1.4 The columns represent the principal outcomes of inter-
est (medical expenses, labor supply, and household income) while the rows
trace the evolving impact of this health shock across the HRS waves. The
final row summarizes the full impact of the health event across all five waves.

A severe health shock that occurred between waves 1 and 2 of HRS
initially increased mean out-of-pocket medical expenses by $1,720 during
the two-year interval in which it happened. This same health event also
produced future increases in health costs that were of progressively smaller
amounts. By the fifth wave, the mean total cost was a little over $4,000 so
that less than half of the incremental costs were borne around the time of
the event. All of these impacts on out-of-pocket medical expenses were much
smaller when the health event was minor.5

Similar to the time pattern of effects documented for out-of-pocket
medical expenses, the onset of a new severe health shock has the immedi-
ate and large impact of reducing the probability of working, followed by
diminishing ripple-like effects in subsequent waves. To illustrate, a severe
health event between the first and second wave of HRS reduced the prob-
ability of work by 15 percentage points between the two waves. Since the
average labor force participation rate at baseline among those who were

TABLE 1 Impacts during waves 2–5 of a new health shock occurring
between waves 1 and 2

Out-of-pocket
medical expenses Work Household

Wave ($) probability income ($)

Major health shock
2 1,720 –.148 –4,033
3 1,037 –.054 –1,258
4 893 –.030 –658
5 503 –.036 –269

Total 4,153 –.268 –6,258

Minor health shock
2 175 –.041 –498
3 313 –.036 –988
4 160 –.017 –44
5 567 –.013 –169

Total 1,215 –.107 –1,699

SOURCE: Calculations by author from first five waves of the US Health and Retirement Study.
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about to experience this major health event was .55, the impact on work is
decidedly not trivial. Once again, estimated incremental effects in subse-
quent years cascade downward so that by the end of HRS wave 5, the prob-
ability of work had declined by about 27 percentage points as a result of a
major health shock between waves 1 and 2. Just as was reported for medi-
cal costs, estimated effects are considerably smaller if the health events come
under the minor label.

Not surprisingly, given the labor force results just described, new health
events also depress household income, with the reduction larger when the
shock is major. There is no evidence of household income recovery in sub-
sequent years, so that the initial income losses persist. In fact, consistent
with the labor force participation effects, additional diminishing income losses
occur in subsequent waves. The final row in Table 1 presents the total house-
hold income loss associated with the health event. On average, by the end
of wave 5 total household income is about $6,300 lower when a major health
event was experienced between the first and second waves of HRS. The
comparable estimate for a minor health event was about $1,700.

Income losses that persist over time can eventually accumulate into
large sums indeed. The first rows in Table 2 (for major health events) and
Table 3 (for minor health events) contain my estimates of the cumulative
income loss associated with the onset of health events occurring between
the HRS waves. To illustrate, by wave 5 a health event that took place be-
tween the first two waves of HRS led to a total loss in household income of
almost $37,000. These losses in household income are typically far larger
than any cumulative out-of-pocket medical expenses associated with the
health event. For example, for the wave 1–2 major health shock, the out-
of-pocket medical expenses of about $4,000 are only one-ninth of the total
household income loss. While lower for the severe health shocks that took
place between the other waves of HRS, cumulative income losses typically

TABLE 2 Cumulative impact of a new major health event taking
place between

W1–W2 W2–W3 W3–W4 W4–W5
($) ($) ($) ($)

HRS sample
Cumulative income loss –36,884 –13,828 –6,856 –3,601
Cumulative income loss +
out-of-pocket expenses +
lost interest –48,941 –19,388 –9,805 –5,901

AHEAD sample
Cumulative income loss +
out-of-pocket expenses +
lost interest –11,347 –3,553 –3,005

SOURCE: Calculations by author from first five waves of the US Health and Retirement Study and the first four
waves of US AHEAD Survey.
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exceed cumulative medical expenses by a large single-digit integer. Once
again, cumulative household income losses are much smaller when the
health event is minor, but even in this case income losses far exceed the
additional medical expenses.

Table 2 also includes the same summary measures of household in-
come loss and cumulative medical expenses obtained from the same mod-
els estimated using the original AHEAD sample, a sample of respondents
who were at least age 70 at baseline. Given the predominance of retire-
ment and virtually universal coverage by Medicare in the AHEAD sample,
not surprisingly changes in household income and out-of-pocket medical
expenses triggered by a new health event, whether major or minor, are
considerably smaller. There is much less possibility of income loss since most
AHEAD respondents’ income is annutized either through Social Security or
through private pensions and thus is not contingent on changes in health
status (Smith and Kington 1997). These much smaller feedbacks from health
to several SES measures in AHEAD serve as a warning that the magnitude
of any causal effects from health to SES may vary a good deal over the life
course. I return to this issue in the penultimate section.

The lifetime budget constraint linking consumption, income, wealth,
and savings implies that this sum of period-by-period income loss plus medi-
cal expenses (adjusted by the forgone interest on this money) represents
one way of measuring the wealth change or dis-savings that took place across
the first five waves of HRS owing to the health shocks.6 This measure of lost
wealth is listed in the second rows of Tables 2 and 3. My estimates of the
reduction in wealth due to a new health event are not trivial—for a new
major health shock between the first and second HRS wave it is almost
$50,000. Given the much smaller income losses involved, estimated wealth
losses are considerably smaller when the health events are minor and when
estimated for the older AHEAD sample.

TABLE 3 Cumulative impact of new minor health event taking place
between

W1–W2 W2–W3 W3–W4 W4–W5
($) ($) ($) ($)

HRS sample
Cumulative income loss –8,727 –8,811 –6,949 351
Cumulative income loss +
increased expenses +
lost interest –11,544 –11,584 –8,610 –316

AHEAD sample
Cumulative income loss +
increased expenses +
lost interest 5,926 –6,838 –702

SOURCE: Calculations by author from first five waves of the US Health and Retirement Study and the first four
waves of US AHEAD Survey.
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These numbers in Tables 2 and 3 can be used to illustrate the macro-
economic losses due to new bad health events. In the HRS sample (those
ages 51–61 at baseline), about one-fifth of respondents experienced a ma-
jor health event during the next eight years and another 30 percent had a
minor health event. Since there were approximately 35 million Americans
in that age range, this implies that about 7 million persons will have a seri-
ous onset and 10.5 million a minor onset. The total costs in the household
sector alone of the serious onsets that took place within the eight-year win-
dow would be 350 billion dollars. Since the total costs of the minor onsets
would be 121 billion, the combined economic costs of these health events
are a little less than 500 billion dollars. While these numbers are only illus-
trative, they do suggest that the economic benefits from better health among
those in their 50s can translate into very large numbers, even when only
the narrow dollar metric of economics is used. Moreover, these aggregate
economic costs associated with new onsets of bad health will likely grow
rapidly in the future as the numbers of Americans at risk for these health
onsets expands with the aging of the baby boom generations.

What then have we learned? First, at least among people in their 50s,
pathways from health to the financial measures of socioeconomic status
are decidedly not trivial. Especially as time unfolds, new health events have
a quantitatively large impact on work, income, and wealth. This pathway
should not be viewed as a sideshow to the main event. Second, the princi-
pal risk people face when poor health arrives is not the medical expenses
they must pay but rather the currently not fully insured loss of work and
income. Finally, not all health events are alike. My estimates have produced
quantitatively different effects of the health events labeled major compared
to those that are minor ones.

Does socioeconomic status affect health?

Finding evidence of significant feedbacks from new health events to several
key measures of socioeconomic status does not negate the likelihood that
the probability of experiencing the onset of a new health event is not uni-
form across several SES dimensions. I explore the pathway from SES to
health by examining whether the onset of new chronic conditions is re-
lated to levels of household income, wealth, and education, once one speci-
fies a set of preexisting demographic and health conditions.7 I also explore
the extent to which innovation in economic status “causes” health.

These models again include as covariates a vector of baseline health con-
ditions of the respondent: self-reported general health status, the presence of
a chronic condition at baseline, and the extent of functional limitations scale.
The models also include a standard set of behavioral risk factors (currently a
smoker, number of cigarettes smoked), whether one engages in vigorous ex-
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ercise, body mass index, and a standard set of demographic controls: birth
cohort, race, ethnicity, sex, and region of residence. My main interest, how-
ever, lies in the SES measures that include household income, baseline levels
of and changes in household wealth, and respondent’s education.8 Strictly
speaking, the ability of past histories of income and wealth to predict future
health onsets does not imply causality since there may remain observed
factors correlated with these past histories of household financial resources
and with health trajectories. However, it is likely that most of these unob-
served factors are positively correlated both with higher financial resources
and with better health so that the absence of any predictive effects of SES
on health is very informative.

Just as one needed innovations in health that were not caused by SES
to estimate the impact of health on SES, so it is necessary to isolate innova-
tions in SES that were not caused by health to estimate the impact of SES
on health. One opportunity for doing so lies in the large wealth increases
that were accumulated during the stock market surge in the United States
during the 1990s. Given the unusually large gains in the stock market dur-
ing these years, it is reasonable to posit that a good deal of this surge was
unanticipated and thus captures unanticipated exogenous wealth increases
that were not caused by a person’s health. If financial measures of SES do
improve health, such increases in stock market wealth should be associated
with better subsequent health outcomes, at least with a lag.9

Knowing which aspect of SES affects health is key to the policy debate
that surrounds the issue of the SES health gradient. For example, consider
the extreme where all pathways from SES to health operate through educa-
tion and none through the primary financial measures of SES, namely in-
come or wealth. If that were so, then policies directed at income redistribu-
tion, while perhaps desirable on their own terms, could not be justified in
terms of any beneficial impact on health. Combining all dimensions of SES
into a single construct basically precludes discussion of most of the policy-
relevant options.10

The results from these models, reported in Table 4, are provided for
onsets of major and minor conditions and for each chronic disease sepa-
rately. A consistent generalization can be made for household income—it
never predicts future onsets of either minor or major health conditions. In
no single case is the estimated coefficient on household income (which vac-
illates in sign) statistically significant. While the coefficients on wealth lean
toward negative values (5 out of 7), in only one case (stroke) is a statisti-
cally significant negative result obtained for household wealth. Finally, my
best measure of an exogenous wealth change—the wealth increase from
the stock market—is statistically significant in only one instance (arthritis),
and there it has the incorrect sign so that an increase in stock market wealth
makes the onset of arthritis more likely. In sum then, SES variables that
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TABLE 4 Probits predicting the future onset of specific chronic
conditions

Any major condition Any minor condition

SES indicator Estimate Chi square Estimate Chi square

Income 0.0111 0.06 –0.0063 0.03
Wealth –0.0046 2.26 –0.0005 0.05
12–15 years schooling –0.1108 7.78 –0.0912 5.96
College or more –0.0844 2.43 –0.1588 10.26
Change in stock wealth –0.0004 0.44 0.0004 0.88

Cancer Hypertension

Estimate Chi square Estimate Chi square

Income 0.0130 0.05 0.0153 0.11
Wealth –0.0030 0.53 –0.0032 1.01
12–15 years schooling 0.0008 0.00 –0.0675 2.45
College or more 0.0567 0.61 –0.0623 1.17
Change in stock wealth 0.0003 0.32 –0.0001 0.11

Diseases of the lung Diabetes

Estimate Chi square Estimate Chi square

Income –0.0271 0.12 0.0382 0.40
Wealth –0.0067 1.13 –0.0023 0.29
12–15 years schooling –0.1920 10.32 –0.1153 4.82
College or more –0.1432 2.67 –0.0777 1.11
Change in stock wealth 0.0006 1.13 –0.0023 1.37

Heart disease Arthritis

Estimate Chi square Estimate Chi square

Income –0.0447 0.64 –0.0069 0.03
Wealth 0.0015 0.19 0.0000 0.00
12–15 years schooling –0.1086 5.10 –0.0819 4.29
College or more –0.0519 0.62 –0.1857 12.14
Change in stock wealth –0.0012 1.36 0.0006 2.41

Stroke

Estimate Chi square

Income 0.0683 0.70
Wealth –0.0175 3.83
12–15 years schooling –0.0390 0.36
College or more –0.0746 0.59
Change in stock wealth –0.0017 0.57

NOTE: Models also control for presence of baseline health (self-reported health status, functional limitations,
and the existence of specific chronic conditions) and a standard set of health risk factors (smoking, drinking, and
BMI). In addition, sex, race, ethnicity, and region of residence are included. Income and wealth measured in
$100,000 of dollars.
SOURCE: Calculations by author from first five waves of the US Health and Retirement Study.
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directly measure or proxy for family’s financial resources are either not re-
lated or at best only weakly related to the future onset of disease over the
time span of eight years.

This largely negative conclusion is in sharp contrast to the results ob-
tained for the final SES measure, education. Additional schooling is strongly
and statistically significantly predictive of the new onset of both major and
minor disease over the first five waves of the HRS. In all cases except cancer
(which looks like an equal opportunity disease), the effects of schooling are
preventative against disease onset.

This moves us to the most perplexing question of all: why does educa-
tion matter so much in the promotion of good health? To provide insight
on this question, I ran expanded versions of these models that included
proxies for some of the most frequently mentioned reasons about why edu-
cation might matter. The proxies available in the HRS included measures of
cognition and memory, past health behaviors such as smoking and drink-
ing, job-related environmental hazards, early-life health outcomes and eco-
nomic environments, parental education, and parental health.11

Within this list of expanded variables, the only ones that mattered in
terms of their statistical significance and in reducing the size of the effects
of education were the current self-evaluation of childhood health and eco-
nomic status and parental health as measured by age of death of each par-
ent. These results are summarized in Table 5. For the major health onsets,
both self-assessed better health status and better economic status during
childhood reduce the risk of incurring a serious health onset in one’s 50s
and early 60s even after controlling for current health and economic status.
In their support for the delayed health impact of early childhood exposures,
these results are consistent with the research reported by Barker (1997),
although his specific hypotheses related to the intrauterine environments.
In the minor onset specification in Table 5, measures of parental health make
a difference. Having a living parent or having a parent who was older when
he or she died tends to reduce the likelihood of the onset of new chronic
conditions at these ages. Whether this association between parental health
and health during one’s 50s reflects genetic factors, shared household eco-
nomic and health environments during childhood, or something else would
be speculative at the stage of our knowledge. Since the impact of education
remains after including these variables in Table 5, my overall conclusion is
that collectively these additional factors explain some but by no means all
of education’s ability to predict the future onset of a chronic condition.

Another clue to why education may be so critical concerns the role it
plays in self-management of disease (Goldman and Smith 2002). A positive
trend in recent decades has been the development of many new effective
therapies for disease management. While clearly beneficial, these therapies
can often be complicated and difficult for patients to fully adhere to, and
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consequently for treatment of many diseases adherence rates are often alarm-
ingly low. The question Goldman and I asked was what role education played
in self-management.

I illustrate our findings with one of the diseases we investigated, dia-
betes.12 New treatments for diabetes are known to be efficacious, but the
treatment places great demands on a patient’s ability to self-monitor his or
her condition. One study we did was based on a major clinical trial: the
Diabetes Control and Complications Trial. In the trial, patients with type 1
diabetes were randomized into treatment and control groups. The treat-
ment arm involved an intensive regimen in which there was close self and
external monitoring of blood glucose levels and encouragement of strict ad-
herence. In particular, patients in the treatment arm were seen weekly un-
til a stable treatment program was achieved. While not insignificant, the
treatment in the control arm consisted of a more standard regimen and far
less intrusive external monitoring of patients.

Table 6 shows that before the intervention there were large differences
across education groups in several measures of good behaviors. For mea-
sures such as checking blood, following insulin regimens, exercise, or smok-
ing, those with less education were not doing as well. Given these initial
but unsurprising baseline differences by education in adherence to good

TABLE 5 Probits predicting the future onset of major and minor
chronic conditions

Major condition Minor condition

SES indicator Estimate Chi square Estimate Chi square

Income 0.0456 0.93 –0.0044 0.00
Wealth –0.0040 1.60 –0.0001 0.00
Change in stock wealth –0.0008 1.06 0.0003 0.75
12–15 years schooling –0.0783 2.66 –0.0527 1.38
College or more –0.0483 0.52 –0.0927 2.33
Health excellent or
very good as child –0.0870 4.68 0.0042 0.01

Not poor during childhood –0.0949 6.31 0.0155 0.20
Mother’s education 0.0028 0.18 0.0004 0.00
Father’s education –0.0018 0.09 –0.0046 0.72
Father alive –0.1362 1.34 –0.2001 3.32
Age of father at death –0.0001 0.00 –0.0014 0.88
Mother alive –0.0743 0.49 –0.2465 6.51
Age of mother at death –0.0002 0.09 –0.0028 4.60

NOTE: Models also control for presence of baseline health (self-reported health status, functional limitations,
and the existence of specific chronic condition) and a standard set of health risk factors (smoking, drinking, and
BMI). In addition, sex, race, ethnicity, and region of residence are included. Income and wealth measured in
$100,000 of dollars.
SOURCE: Calculations by author from first five waves of the US Health and Retirement Study.
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practice, we hypothesized that imposing a good behavior regimen—which
is essentially what the rigorous treatment regimen did—would impart more
benefits to the less educated, who were having more problems with treat-
ment to begin with.

We used an objective health outcome measure in the trial—glycosolated
hemoglobin, which measures the amount of sugar binding to the blood.
Higher levels indicated worse control. The impact of enforcing a common
treatment regime can be obtained by subtracting what normally would oc-
cur (the control sample) from what took place under an enforced treat-
ment regimen (the treatment sample). The data in Table 7 demonstrate that
while persons in all education groups benefited from being in the treat-
ment arm, the benefits from enforced better adherence relative to the con-
trol group were largest for the least educated (see the final row in Table 7).
Thus, a differential ability to adhere to beneficial albeit complicated medi-
cal regimens appears to be one reason for the association between educa-
tion and health outcomes for the chronically ill.

In our study, Goldman and I also provided evidence on why educa-
tion might matter for adherence. Once again, two factors that did not mat-
ter in promoting better adherence were household income and having a
better memory. By contrast, higher-level aspects of abstract reasoning, which
included the ability to internalize the future consequences of current deci-
sions, appeared to promote adherence.

Additional research on why education matters greatly should receive
high priority. One possibility is that the education experience itself is sim-
ply a marker for personal traits (reasoning ability, rates of time preference,
etc.) that may lead people to acquire more education and to be healthier.
But education may also help train people in decisionmaking, problem solv-

TABLE 6 Educational differences in treatment adherence at Diabetes
Control and Complications Trial baseline

Post- College HS degree/
graduate graduate/ some

Measure of adherence degree some college secondary

Number of times self-monitored
blood glucose per week 8.8 7.7 6.7

Missed insulin injection at least
once in past month (%) 4.3 6.0 9.2

Did not follow insulin regimen at
least once in past month (%) 15.7 25.2 26.6

Did not self-test blood or urine at
least one day in past month (%) 66.1 74.1 77.2

Minutes of very hard exercise per week 58.1 49.6 19.7
Currently smoking cigarettes (%) 16.5 19.2 40.8

SOURCE: Goldman and Smith (2002).
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TABLE 7 Educational differences in treatment impact for diabetics

Glycosolated hemoglobin

Post- College HS degree/
graduate graduate/ some

Group degree some college secondary

Conventional therapy only (n=495)
Baseline 8.42 8.76 8.96
End of study 8.88 9.08 9.59
Difference 0.46 0.32 0.63

Intensive treatment only (n=490)
Baseline 8.04 8.86 8.93
End of study 7.18 7.30 7.43
Difference –0.85 –1.56 1.51

Treatment effecta –1.31 –1.88* 2.14**

 *p<.10; **p<.05
aTreatment effect is the improvement in glycemic control among the intensive treatment group relative to
conventional therapy. Significance levels are for a test of equivalence with the postgraduate category and
control for duration in study, sex, marital status, and age.
SOURCE: Goldman and Smith (2002).

ing, adaptive skills, and forward-looking behavior, all of which have fairly
direct applications to a healthier life. Education may well have biological
effects on the brain, which result in improved cognitive function and prob-
lem-solving ability, some of which may impart benefits to choices made
regarding one’s health. This is similar to the argument that more active brain
functioning at a young age delays the onset of dementia.

The SES health gradient and the life course

The steady negative progression in health and disease as we age is well
established. Long before age 51, the minimum age entry point for the
HRS samples on which the previous analyses are based, a slow but accel-
erating decline in average health status has taken place. Less well estab-
lished is the shape of the SES health gradient across age groups. Imagine
that all we knew about the SES health gradient is what the AHEAD sample
(originally those over age 70) or the HRS sample (originally those aged
51–61) was able to tell us. In Figures 1 and 2, in the AHEAD sample we
would only observe that portion of the graph above age 70, which is de-
marcated by the vertical solid line at that age. While we would begin
with an income–health gradient among the youngest AHEAD respondents,
what we really would be monitoring is the demise of the gradient. In-
deed, among the oldest AHEAD respondents, there is hardly any income
gradient to health.
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Since most health differences with income are disappearing, it should
not surprise us in this sample that income does not affect health. When we
add the age groups contained in the other HRS cohorts so that the data
consist of the age groups past 50 (indicated by another vertical solid line),
the income gradient with health stands out more clearly. But all we might
really have done is to add additional ages to our illustration of the demise
of the health–income gradient.

We know from Figures 1 and 2 that ages before 50 are very much the
mirror image (now expanding with age) of what happens subsequently. It
is legitimate to ask whether conclusions drawn about the meaning of the
SES health gradient over ages during which the gradient is withering away
will generalize to the whole life course, especially to those ages during which
it is emerging.

To address this question, I first use the Panel Study of Income Dynam-
ics (PSID), which has gathered almost 30 years of extensive economic and
demographic data on a nationally representative sample of approximately
5,000 (original) families and 35,000 members of those families. PSID is rec-
ognized as the premier general-purpose survey measuring several key as-
pects of SES. Details on family income and its components have been gath-
ered in each wave since the inception of PSID in 1967. Starting in 1984 and
in five-year intervals until 1999, PSID has asked a set of questions to mea-
sure household wealth.

Although not traditionally known as a health survey, PSID has been
collecting information on self-reported general health status (the standard
five-point scale from excellent to poor) since 1984. Starting in 1999 and for
subsequent waves, PSID has obtained information on the prevalence and
incidence of chronic conditions for the respondent and spouse: heart dis-
ease, stroke, heart attack, hypertension, cancer, diabetes, chronic lung dis-
ease, asthma, arthritis, and emotional, nervous, or psychiatric problems. In
addition to the prevalence in 1999, individuals were asked the date of on-
set of the condition and whether it limited their normal daily activities. The
time of the onset of a health shock can be identified (keeping in mind is-
sues related to recall bias), and the impact of these new health events on
labor supplies, income, and wealth can be estimated.13

PSID offers several key additions to the research agenda. First, as the
data provided in Figure 1 suggest, the nature of the SES health gradient
may vary considerably over the life cycle. In contrast to HRS, PSID spans all
age groups, allowing us to examine behavior over the complete life cycle.
Labor-supply effects induced by new health events may be particularly sen-
sitive to life-cycle stage: for example, following shocks that occur in the late
50s or early 60s individuals may select an option they would have chosen
in a few years anyway—retirement. Second, the long-term nature of PSID
allows one to estimate the impact of health and SES innovations over long
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periods of time, even decades. It may well be that health responds to changes
in financial measures of SES but only after a considerable lag.

Table 8 displays information on onset of major and minor chronic con-
ditions in four age groups. Onsets during the previous 15 years are placed
into three five-year windows—1994–99, 1989–93, and 1984–88. Both in
cross-section (reading across a row) and within cohort (reading up a col-
umn) disease onset increases rapidly with age. While less common than for
those in the HRS age ranges, health episodes for PSID respondents less than
50 years old are not negligible. Among those in their 40s in the 1999 wave,
13 percent had previously had a major disease onset at some time in their
lives, and 39 percent have a minor chronic health condition. In the five
years before 1999, 7 percent of these 40-year-olds experienced a major dis-
ease onset while 23 percent reported a new minor onset.

Table 9 lists the estimated impacts of a new major health onset that
took place between 1995 and 1999 on three outcomes: the probability of
continuing to work, the change in household income, and the change in
household net worth. To detect the possibility of an age pattern, I present
the impacts of the major health events for three age groups, all measured in
1994.14 The most unambiguous results apply to labor supply, where the larg-
est impact of a new severe health shock takes place among those in their
50s or early 60s. This may not be surprising since people in the preretirement
years may be simply quickening the inevitable movement into retirement.
While there are legitimate questions about robustness of results since in-
come and household wealth are much harder to measure and the timing of
onset given the use of retrospective data less certain, it appears that the
largest impact on family income and wealth also occurs among those aged

TABLE 8 Percent experiencing an onset of major and minor
conditions by age

Age group (years)

Less than 41 41–50 51–61 Over 61

Major onset
1994–99 3.9 7.2 12.9 26.0
1989–93 1.5 3.4 6.9 12.0
1984–88 0.6 1.4 4.2 6.0

1999 major prevalence 7.0 13.3 26.1 46.0

Minor onset
1994–99 12.2 23.1 28.8 30.3
1989–93 3.9 10.4 16.7 23.7
1984–88 1.7 3.9 8.0 12.6

1999 minor prevalence 17.9 38.6 54.7 72.6

SOURCE: Calculations by author from 1999 PSID.
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TABLE 10  Does SES predict future major disease onsets? (ages 21
years and older—PSID)

SES indicator First 1–5 years 6–10 years 11–15 years

1984 baseline
Income 0.0013 (1.39)  0.0010 (0.11) –0.0080 (1.14)
Wealth 0.0002 (0.54) 0.0001 (0.32) 0.0003 (0.97)
Change in stock wealth 0.0020 (0.74) 0.0001 (0.10) 0.0006 (2.40)
12–15 years schooling –0.1217 (1.25) –0.2160 (2.82) –0.1312 (1.94)
College or more –0.2834 (2.14) –0.3238 (3.02) –0.2888 (3.09)

1989 baseline
Income 0.0016 (0.25) –0.0030 (0.71)
Wealth –0.0007 (0.76) 0.0004 (1.11)
Change in stock wealth 0.0010 (0.51) 0.0006 (2.30)
12–15 years schooling –0.1971 (2.73) –0.1489 (2.30)
College or more –0.3170 (3.22) –0.2743 (3.09)

1994 baseline
Income –0.0089 (1.91)
Wealth 0.0005 (1.21)
Change in stock wealth 0.0004 (1.28)
12–15 years schooling –0.1387 (2.27)
College or more –0.1844 (2.18)

NOTE: Financial variables expressed in $10,000. z statistics based on robust standard errors.
SOURCE: Calculations by author from the US Panel Survey of Income Dynamics.

51–61 years. The offsetting factor to this ranking may be that disease onsets
at a younger age affect people for a longer period of time so that their im-
pacts, while smaller when measured in a set time interval, have the poten-
tial to grow over longer periods of time.

PSID can also be used to investigate the effect of SES on health across
the full life course. Table 10 summarizes my results predicting future onset
of major chronic conditions. Following the HRS format, I use three finan-
cial measures of SES: baseline levels of household income and household
wealth and the increase in stock wealth observed over the period covered
by the health shock. Consistent with the time frame allowed by the wealth

TABLE 9 Impacts of a new major health shock, 1995–99

Ages (years)

Impact Less than 51 51–61 Over 61

Change in employment –0.084 –0.307 –0.202
Change in family income –488 –2,731 –107
Change in net worth –2,889 –8,789 –1,507

SOURCE: Calculations by author from the US Panel Survey of Income Dynamics.
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modules, three time periods are used with alternative baseline years: 1984,
1989, and 1994. The occurrence of major health events is measured over
five-year intervals.

These results closely parallel those obtained for the older populations
represented by the HRS and AHEAD. Whether one looks at the relatively
short horizon of the next five years or more than a decade ahead, all three
financial measures of SES are very poor predictors of future health out-
comes. While not shown in Table 10, this conclusion remains when longer
lag structures of income are included in the model. Since these longer lag
structures are an approximation to permanent income, the lack of predict-
ability of income is not because transitory measures of income are being
used. These longer-horizon PSID results on financial measures of SES are
quite powerful in that they partly respond to the objection that one may
have controlled for most of the indirect effects of SES by conditioning on
baseline attributes. In this case, the conditioning variables are sometimes
measured more than a decade earlier.

Once again, I do not imply that SES cannot predict future health events:
education is a statistically significant predictor across both short and long
horizons. To me it is nothing short of remarkable that even after one con-
trols for an extensive array of current health conditions, persons with less
schooling are much more likely to experience the onset of a major negative
health shock—effects that persist into old age.

The basic question is whether our main conclusion about the domi-
nance of education over financial measures of SES is sustained when we
consider the complete life course. To place the issue in perspective, Figure 3
plots the education gradient for those in fair or poor health in the same
manner as Figure 2 did for income. In several key dimensions, the income
and education health gradients are quite similar. Whether stratified by in-
come or education, higher SES is associated with better health, a relation-
ship that first expands with age up to around age 50 and then contracts,
and one that is highly nonlinear with the lowest SES group in much worse
health than all the others. But there are some differences as well. Most im-
portant, unlike income the education health gradient is more persistent and
never fully disappears at either very old or very young ages.

Given the strong correlation of income and education, the question of
whether the SES health gradient is due to income or education requires
examining them jointly. Those in lower SES groups are more likely not to
be married, which alone produces lower family incomes. To control for this
confounding factor, I limit samples in what follows to married individuals.
Figure 4 displays the health gradient by income quartile among those with
0–11 years of schooling. Now the strong income effects that were present
especially at younger ages—say below age 50—virtually disappear with one
key exception: those in the lowest income quartile remain in much worse

PDR 30 supp Smith/au/EPC/sp 2/2/05, 1:21 PM126



J A M E S  P .  S M I T H 127

20 30 40 50 60 70 80 90
0

10

20

30

40

50

60

70

P
er

ce
n

t

Age (years)

FIGURE 4   Percent of married male respondents with 0–11 years of
education reporting fair or poor health status by age-specific income
quartiles
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SOURCE: Calculations by author from the pooled National Health Interview Surveys 1986–96.
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FIGURE 3   Percent reporting fair or poor health status by education
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SOURCE: Calculations by author from the pooled National Health Interview Surveys 1991–96.
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FIGURE 5   Percent of married male respondents with 0–11 years of
education, not working in labor force, by age-specific family income
quartile

Quartile 1

Quartile 2
Quartile 4

Quartile 3

SOURCE: Calculations by author from the pooled National Health Interview Surveys 1986–96.

health. While not shown here, the same story applies to the other two edu-
cation groups, those with 12–15 or 16-plus years of schooling.

Why is the bottom income quartile so distinct as a signal of poor health
even after controlling for education? A clue is contained in Figure 5, which
plots for those with 0–11 years of schooling the fraction who are not work-
ing within each income quartile. The basic age pattern is not surprising,
with labor force participation rates declining rapidly during ages 50–65 as
retirement looms. Comparing Figures 4 and 5, the patterns across income
quartiles are remarkably similar. There is not much difference among the
top three income quartiles, but the bottom income quartile stands apart.
Even at relatively young ages—30s and 40s—a large fraction of those in the
bottom income quartile are not working, strongly suggesting that their low
incomes are a consequence of not working.

Why are so many people in the lowest income quartile not in the la-
bor force even in the prime of their lives? Figure 6 completes the circle and
provides the answer. This graph plots within education groups the fraction
in fair or poor health by their labor force status. Those who are not working
are much more likely to report being in poor or fair health. At age 50, for
example, 70 percent of those not working report themselves in either poor
or fair health—a figure some 40 percentage points larger than among those
who are working.15
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Conclusion

In this chapter, I reexamined one of the most important and mysterious
social science issues of the day: the substantial gradient of health according
to socioeconomic status. My midterm report based on my personal voyage
of discovery is this. First, I found that causal pathways from health to fi-
nancial measures of SES are very important: new serious health events have
a quantitatively large impact on work, income, and wealth. The current
literature mistakenly tends to downplay this pathway. SES also affects fu-
ture health outcomes, although the primary factor here is years of school-
ing and not an individual’s financial resources.

Contrary to widespread and deeply held beliefs within the policy and
research community, my empirical evidence demonstrated that the princi-
pal financial measures of SES—household income and household wealth—
do not seem to be related to individual health outcomes. But in research,
one finding always begets another puzzle. There is growing evidence, in-
cluding some presented here, that measures of economic circumstances dur-
ing childhood have a bearing on health outcomes later in life. Parental in-
comes appear to be central correlates of the onset of some critical childhood
diseases, which then set the stage for the adult SES health gradient (see the
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FIGURE 6   Percent of married male respondents in poor or fair
health by whether or not they are currently working

Working

Not working

SOURCE: Calculations by author from the pooled National Health Interview Surveys 1986–96. Sample is
limited to those with 0–11 years of schooling in the lowest income quartile.
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excellent discussion in Case, Lubotsky, and Paxson 2002; Case, Fertig, and
Paxon 2004; Smith 2004). In a more historical vein, certain months of birth
that coincide with the nutritional benefits of the agricultural cycle are asso-
ciated with added years of life even at older ages (Doblhammer and Vaupel
2001). Why is health apparently so sensitive to financial resources in the
early years of life, an influence that then disappears as we age? While the
influence of money may dissipate, the impact of how we are stratified by
other aspects of SES decidedly does not. Whatever the origins of this strati-
fication, it has profound implications for population health, where the con-
sequences are serious and where the core reasons remain a mystery.

Notes

This research was generously supported by
grants from the National Institute on Aging.
This chapter was presented at seminars at the
University of California, Berkeley and Prince-
ton University, where very helpful comments
were received.

1 Socioeconomic status (SES) is defined as
any one of several composite measures of so-
cial rank, usually including income, education,
and occupational prestige.

2 Similar conclusions were reached by
Case and Deaton (2002).

3 For an insightful debate about the con-
ditions under which coefficients that are zero
or stationary also reveal something about cau-
sality, see the paper by Adams et al. (2003)
and the comments on that paper in the same
volume.

4 Health shocks that took place between
the other HRS waves had similar types of ef-
fects and thus are not repeated here. See
Smith (2003) for more details on the full set
of impacts.

5 The estimates in Table 1 summarize
mean impacts. Effects of new health shocks on
the tails of the out-of-pocket medical expense
distribution were much larger (see Smith
2003).

6 The only component not included in this
wealth loss measure is any change in house-
hold consumption other than medical ex-
penses. Smith (1999) outlines the conditions
under which other total household consump-
tion increases or decreases as the result of a
new medical event.

7 A controversy that has occupied a sub-
stantial part of the recent literature has inves-
tigated the hypothesis attributed to Wilkinson
(1996) that measures of societal levels such as
income inequality affect individual-level
health. For an excellent review and critique
of the theoretical and empirical literature on
this hypothesis see Deaton (2002). Deaton con-
cludes that at least in the United States and
Britain there is little empirical support for this
view, at least as when it is confined to income
inequality per se.

8 Since the sample is restricted to those
who were in the HRS for all five waves, this
analysis ignores the relationship of SES with
attrition and mortality. Given the age range of
HRS and PSID respondents, mortality selection
is unlikely to be critical. That is clearly not the
case in the AHEAD sample. For a model that
incorporates mortality selection and deals with
the causality issue in more detail see Adams
et al. (2003).

9 One limitation of using increases in stock
market wealth is that these increases are con-
centrated at the top of the income distribution
(see Smith 2000) so that one is examining the
effects of financial resources on health in that
subset of the population where the impacts are
likely to be smallest. In addition, the exogeneity
argument is more credible in the time dimen-
sion than the person dimension since for the
latter one needs to explain why some people
have accumulated so much stock in the past
thereby exposing them to the possibility of
larger capital gains in the future. Obtaining
other believable measures of exogenous
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Socioeconomic Status and
Coronary Heart Disease:
A Psychobiological
Perspective

ANDREW STEPTOE

MICHAEL MARMOT

The socioeconomic disparities in health are particularly striking in the case
of coronary heart disease, with rates of disease being substantially higher in
lower-status individuals as defined by education, occupational position, or
income. Both childhood and adult socioeconomic factors contribute, and
disparities are maintained in old age after retirement (Marmot and Shipley
1996; Wannamethee et al. 1996). Low socioeconomic status is associated
with subclinical levels of the underlying disease (atherosclerosis) as well as
with manifest heart disease (Lynch et al. 1995). Coronary heart disease has
also been linked with living in deprived neighborhoods independently of
individual socioeconomic characteristics (Diez Roux et al. 2001).

Several psychosocial factors are associated with increased risk of coro-
nary heart disease as well. Authoritative reviews have concluded that the
strongest evidence is for work stress, lack of social integration, depression,
and depressive symptoms, with suggestive but weaker evidence for anger,
hostility, and anxiety (Hemingway, Kuper, and Marmot 2003; Krantz and
McCeney 2002). Other forms of chronic stress such as caregiver burden have
been related to the incidence of coronary heart disease in a more limited set
of studies (Lee et al. 2003). It is telling that many of these psychosocial
factors are socially graded. For example, low job control, one of the most
toxic elements of chronic work stress, is more prevalent among people work-
ing in lower-status jobs (Marmot et al. 1997). Social isolation is more com-
mon among less educated and less affluent individuals (Turner and Marino
1994), and there is a consistent association between lower socioeconomic
position and depressive symptoms (Lorant et al. 2003).

This chapter addresses the issue of how socioeconomic position and
other social and psychological factors are reflected in differences at the bio-

PDR 30 supp Steptoe/au/EPC/sp 1/26/05, 12:33 PM133



134 S O C I O E C O N O M I C  S T A T U S  A N D  C O R O N A R Y  H E A R T  D I S E A S E

logical level. What are the pathways through which socioeconomic factors
accelerate or retard the physical processes of coronary atherosclerosis, throm-
bosis, and impaired cardiac function? We have been working on this prob-
lem for the last several years, bringing together perspectives from epidemi-
ology and psychobiology. Here we present a rationale for how to tackle these
issues and a summary of what we have learned so far.

Pathways to coronary heart disease

Economic factors, educational attainment, social isolation, and other psycho-
social factors are indirect causes of coronary heart disease. They do not affect
disease pathology directly, but do so through more proximal processes. An
understanding of these pathways requires some background concerning the
pathology of coronary heart disease. The underlying problem in coronary heart
disease is coronary atherosclerosis, a progressive disease involving the gradual
thickening of the walls of the coronary arteries. Coronary atherosclerosis used
to be regarded as a largely passive process resulting from the gradual accu-
mulation of lipid (cholesterol) in the arterial wall. The last two decades have
witnessed a fundamental change in knowledge about the causes of athero-
sclerosis and thrombosis, however, and the disease is now known to involve
chronic vascular inflammation (Ross 1999). The inflammation begins in the
cells lining the vessel wall and leads to progressive accumulation not only of
lipid, but also of smooth muscle cells and white blood cells such as macroph-
ages, lymphocytes, and platelets. The process is regulated in part by inflam-
matory cytokines such as interleukin (IL)-6 and tumor necrosis factor alpha
and by molecules called acute phase proteins, notably C-reactive protein. At
later stages of the disease process, plaque (clumps of atheromatous material)
forms on the internal vessel walls and obtrudes in the interior through which
the blood flows. These plaques can rupture, causing thrombosis (internal clot
formation) and acute blockage of arteries. Blood clotting or hemostatic fac-
tors are therefore involved in this process in conjunction with inflammation
of the arterial walls; molecules such as fibrinogen are important, together
with small white blood cells called platelets.

Atherosclerosis starts early in life and continues for decades without
clinical consequences. The disease typically comes to light at an advanced
stage when the coronary arteries become partly or completely blocked and
the muscle of the heart fails to be supplied with energy. The person may
then experience angina pectoris, a myocardial infarction, or death.

Proximal causes

The observation that low socioeconomic position affects disease risk and is
associated with subclinical atherosclerosis indicates that socioeconomic po-
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sition has a long-term influence on the disease process. Thus, rather than
triggering acute cardiac events in people with advanced disease, socioeco-
nomic factors influence the underlying disease. Similarly, many prospec-
tive studies of psychosocial factors such as work stress have demonstrated
effects that developed over 10 to 25 years (Kivimaki et al. 2002). These
factors must therefore influence the process of vascular inflammation and
accumulation of cells in the sub-endothelial layers, and also possibly plaque
rupture and thrombus formation. The major determinants of atherosclero-
sis are the standard risk factors, namely high circulating cholesterol, high
blood pressure, and cigarette smoking (Greenland et al. 2003). A second set
of risk factors involves disturbed glucose metabolism, leading to insulin re-
sistance and in some cases to diabetes. The new understanding of coronary
atherosclerosis has led to the identification of inflammatory markers that
also predict coronary heart disease, such as the concentration of fibrinogen
and C-reactive protein in the blood (Danesh et al. 1998). Several of the
factors involved in blood clotting and the formation of thrombus have also
emerged through prospective epidemiological studies as risk factors, including
plasma viscosity and a molecule involved in the adhesion of platelets to
vessel walls called von Willebrand factor (Danesh et al. 2000).

Some of these cardiovascular risk factors are socially graded, and as
such must be candidates for mediating socioeconomic disparities. Smok-
ing has a strong social gradient in the United States and northern Europe
at least, with higher rates in less affluent groups. For other risk factors,
social gradation seems to be more pronounced for the newly identified
inflammatory and metabolic markers than it is for the older established
indexes such as high blood pressure and high cholesterol level. Thus high
blood pressure has a small and inconsistent association with socioeconomic
position, and social gradients in cholesterol levels are small and variable
across studies (Colhoun, Hemingway, and Poulter 1998; Marmot et al.
1991; Wamala et al. 1997). By contrast, insulin resistance and fibrinogen
have shown consistent socioeconomic gradients, and differences have also
been recorded for C-reactive protein, IL-6, and von Willebrand factor
(Brunner et al. 1996; Brunner et al. 1997; Kumari, Marmot, and Brunner
2000; Owen et al. 2003).

The issue of the mediation of socioeconomic disparities can therefore
be reframed as a specific question about how social and psychological ex-
perience can induce changes in vascular, metabolic, and inflammatory pro-
cesses. Our conceptual model is that low socioeconomic position is associ-
ated with greater exposure to adversity in life, coupled with lower protective
resources such as social support and effective coping responses (Steptoe
and Marmot 2003). These in turn affect biological responses that increase
cardiovascular disease risk. The translational process is a problem of psy-
chobiology.
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Psychobiological processes

Psychobiological processes are the pathways through which psychosocial
factors stimulate biological systems via central nervous system activation
of autonomic, neuroendocrine, and immunological responses (Steptoe
1998). The physiological responses that are relevant to coronary heart dis-
ease are organized through central nervous stimulation of two neurobio-
logical pathways: the hypothalamic–pituitary–adrenocortical (HPA) axis
leading to release of steroid hormones such as cortisol, and the sympatho-
adrenal axis, involving activation of the sympathetic branch of the auto-
nomic nervous system in conjunction with hormones such as epineph-
rine (adrenaline) and norepinephrine. These pathways have a range of
effects on biological systems that are adapted for vigorous physical activ-
ity and for fight-or-flight responses. For example, cortisol stimulates the
production of glucose in the liver, helps release free fatty acids from fat
stores, and is involved in the regulation of water balance and control of
the immune system (McEwen et al. 1997). Sympathetic nervous system
activation leads to increases in blood pressure and heart rate, stimulation
of blood clotting processes, upregulation of immune function, and release
of stored free fatty acids. These responses become maladaptive under con-
ditions of repeated or chronic stimulation, or when they are elicited un-
der inappropriate conditions. When this happens, either excessively high
or low levels of HPA and sympatho-adrenal function occur, with adverse
effects on health. This can be illustrated by rare clinical conditions such as
Cushing’s disease, which is characterized by prolonged heightened secre-
tion of cortisol; victims of Cushing’s disease are prone to high blood pres-
sure (hypertension), insulin resistance, abdominal obesity, osteoporosis,
gonadal dysfunction, depression, irritability, and fatigue. These factors in
turn contribute to type 2 diabetes and coronary heart disease.

Psychobiological processes are studied extensively in animal experi-
ments, where many of the specific responses leading to physical pathol-
ogy have been worked out. For example, studies in nonhuman primates
have demonstrated that exposure to chronic social stress can accelerate
coronary artery blockage or stenosis (Kaplan et al. 1982). Furthermore,
individual differences in cardiovascular stress reactivity predict the im-
pact of social stress on stenosis (Manuck, Kaplan, and Clarkson 1983).
The challenge is how to investigate the psychobiological processes related
to socioeconomic disparities in humans. Epidemiological techniques pro-
vide evidence for associations between biological factors and socioeco-
nomic status. But to understand dynamic influences of life experience on
biological responses, we are limited to two principal methods: acute mental
stress testing and naturalistic monitoring of biological responses in ev-
eryday life.
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Mental stress testing and socioeconomic
disparities

Mental stress testing involves the standardized measurement of biological
responses when people are exposed to demanding situations. Participants
are typically assigned tasks that they find difficult and stressful. These might
include problem-solving tasks, emotionally stressful interviews, and simu-
lated public speaking. The biological responses are recorded at baseline, dur-
ing tasks, and then in the post-task recovery period.

There are two components to the psychobiological response: the size
of the response and the speed of post-task recovery. One individual or
group might produce larger blood pressure increases than another in re-
sponse to the same standardized task. Variations in acute blood pressure
reactions have been shown to predict future hypertension and the pro-
gression of subclinical atherosclerosis (Lynch et al. 1998; Treiber et al.
2003). Alternatively, two individuals might produce the same size of re-
action, but differ in the rate at which they recover or return to baseline
blood pressure levels. Future cardiovascular disease can also be predicted
by the speed of recovery (Schuler and O’Brien 1997). The recovery com-
ponent is particularly relevant to the concept of allostatic load developed
by McEwen and colleagues (McEwen 1998). They argue that chronic or
repeated attempts at adaptation to life’s demands result in wear and tear
on biological regulatory systems so that they no longer remain within op-
timal operating ranges, resulting in reduced ability to adapt over time
(McEwen and Wingfield 2003).

Before we began our studies, the influence of socioeconomic status on
psychobiological responses during mental stress testing had been investi-
gated by a number of researchers with inconsistent results. Studies of chil-
dren and adolescents showed that individuals from poorer families or those
who lived in deprived neighborhoods experienced greater blood pressure
reactions than more advantaged participants, but findings in adults had been
variable. We have reviewed this literature elsewhere (Steptoe and Marmot
2002). Two factors might be important in explaining these inconsistencies.
The first is the nature of the tasks given to people during mental stress test-
ing. A strength of the laboratory method is that conditions are standard-
ized, so that the same challenges are administered to everyone; any differ-
ences in response are therefore due to variations in how people react, not
to what they experience. But many of the tasks used in mental stress test-
ing might be appraised differently across the social gradient. Some tasks are
intelligence tests, so that people of different intellectual capability are not
challenged to the same extent. One large study of socioeconomic status used
portions of an intelligence test to stimulate cardiovascular responses (Carroll
et al. 1997). Simulated public speaking tasks are also popular for eliciting
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stress responses, but public speaking is much more familiar to people in
higher socioeconomic positions who may speak to audiences as part of their
regular work. Most of these tasks do not provide a fair test for comparison
of socioeconomic groups, and we therefore thought it important to use
stimuli that were appraised similarly by people across the social gradient.
Second, the previous literature had focused exclusively on blood pressure
and heart rate responses. Although these are critical, they need to be supple-
mented by more-direct measures of the inflammatory and hemostatic fac-
tors involved in atherosclerosis.

The Whitehall psychobiological studies

Over the last five years, we have carried out psychobiological studies to test
the hypothesis that heightened biological responsivity is associated with
lower socioeconomic position. The main study involved 238 middle-aged
men and women who were members of the Whitehall II epidemiological
cohort (Steptoe et al. 2002). Whitehall II is a sample of 10,308 London-
based civil servants originally recruited in 1985–88 to investigate demo-
graphic, psychosocial, and biological risk factors for coronary heart disease
(Marmot et al. 1991). The reason for using this sample is that socioeco-
nomic status defined by occupational grade in the British civil service is
known to be related to coronary heart disease, so that by systematically
sampling from different grades we identified groups varying on socioeco-
nomic characteristics that are definitely relevant to cardiovascular health.
We compared individuals from higher, intermediate, and lower grades of
employment. None of the participants had manifest heart disease or other
cardiovascular disorders such as diabetes. Although participants were se-
lected on the basis of occupational grade, they also varied on other com-
mon markers of socioeconomic status. For example, at the time of testing,
the median personal income for the lower, intermediate, and higher grade
participants was equivalent to US$38,000, $50,000, and $71,000 respec-
tively. Three-quarters of the lower grade group had only elementary edu-
cation, compared with 45 percent of the intermediate and 18 percent of the
higher grade groups.

We measured blood pressure, heart rate, cortisol, and several blood
anylates during and following the performance of two brief tasks that we had
pre-tested for being appraised similarly across groups. These tasks were a color/
word interference task and a mirror tracing task. Ratings obtained after each
task confirmed that men and women in the three occupational grades found
the tasks equally stressful, difficult, and uncontrollable.

One of the first fruits of this work was our discovery that many of the
factors involved in vascular inflammation and in hemostatic control are sen-
sitive to psychological stress. Thus we observed that in response to stress,
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increases occur in the concentration of fibrinogen and C-reactive protein,
in proinflammatory cytokines such as IL-6 and tumor necrosis factor alpha,
in hemostatic factors such as von Willebrand factor and plasma viscosity,
and in platelet activation. These responses have quite variable time courses.
For example, fibrinogen and von Willebrand factor increase acutely during
tasks, and decrease in the post-task period (Steptoe et al. 2003a; Steptoe et
al. 2003c). By contrast, C-reactive protein and IL-6 respond slowly, so
marked changes are not observed until two hours following the tasks
(Brydon et al. 2004; Steptoe et al. 2003d). These biological processes are
therefore sensitive to psychosocial influence. The question is whether re-
sponse patterns vary with socioeconomic position.

The analyses of blood pressure responses indicated that the tasks elic-
ited substantial increases, but that reactivity did not vary markedly by so-
cioeconomic status. Systolic blood pressure increased by an average of 22.5
mmHg, while diastolic pressure rose by 13.6 mmHg during tasks. But im-
portant differences emerged during the post-stress recovery period. We con-
tinued to measure blood pressure for up to 45 minutes after tasks had been
completed. Blood pressure failed to return to baseline levels in a substantial
proportion of participants, even though they were relaxing without any fur-
ther tasks. The failure of blood pressure to return to baseline was associated
with socioeconomic status. As shown in Figure 1, the likelihood of incom-
plete post-task recovery was greater in men and women of lower socioeco-
nomic position. Compared with the higher occupational grades (the refer-
ence group), the odds of incomplete recovery in the lower grade group were
2.60 (95 percent C.I. 1.20–5.65) for systolic pressure and 3.85 (1.48–10.0)
for diastolic pressure, adjusted for sex, age, baseline values, and the magni-
tude of reactions to tasks. Figure 1 also shows that there was impairment in
heart rate variability recovery in the lower grade group. Heart rate variabil-
ity is relevant to the autonomic control of cardiac function, and low heart
rate variability is a predictor of future cardiovascular disease (La Rovere et
al. 1998; Schroeder et al. 2003).

Our data suggest that socioeconomic status is associated not so much
with the magnitude of cardiovascular reactions to a challenge as with the
rate of recovery or duration of responses. Similar patterns were observed
for some other biological measures. For example, we assessed variables in-
volved in the processes through which blood clots and thromboses are
formed, including Factor VIII and plasma viscosity. The grade of employ-
ment groups did not differ in the magnitude of reactions to tasks, but val-
ues remained significantly more elevated 45 minutes following the tasks in
the lower grade compared with the high and intermediate grade partici-
pants (Steptoe et al. 2003c). These effects were independent of age, sex,
and other factors that might be influential such as body mass and smoking.
We also observed socioeconomic differences in the post-task increases in
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the concentration of inflammatory cytokines such as IL-6 and IL-1 receptor
antagonist (Brydon et al. 2004; Owen et al. 2003).

However, not all variables show this pattern. Two examples are shown
in Figure 2. Higher absolute levels of plasma fibrinogen and von Willebrand
factor were recorded in the lower occupational grade groups, suggesting a
contribution to heightened cardiovascular disease risk (Steptoe et al. 2003a;
Steptoe et al. 2003c). But the magnitude of stress-induced increases did
not differ across grades of employment, and the duration of responses was
also similar. Figure 2 also indicates that the intermediate employment group
was not midway between lower and higher status groups, but closer to
the higher grade group in their biological profile. We have observed this
pattern in a number of variables, but do not yet have a satisfactory expla-
nation. It could be that acute mental stress testing is not the most accurate
way of investigating these particular biological factors.

Although mental stress testing can help identify biological responses
associated with socioeconomic status, it has two limitations. First, the re-
sponses are acute and typically subside within two to four hours. Second,
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FIGURE 1   Odds of incomplete recovery to baseline by 45 minutes
post-stress in systolic blood pressure, diastolic blood pressure, and
heart rate variability

SOURCE: From Steptoe et al. (2002).

PDR 30 supp Steptoe/au/EPC/sp 1/26/05, 12:33 PM140



A N D R E W  S T E P T O E  /  M I C H A E L  M A R M O T 141

B

B

B

J

J

J

H

H H

Baseline After tasks 45 min. later
2.7

2.8

2.9

3

3.1

3.2

F
ib

ri
n

o
ge

n
 g

/l

NOTE: Von Willebrand factor was log transformed before analysis, and geometric means are presented. Error
bars represent standard error of the mean.
SOURCE: From Steptoe et al. (2003a and 2003c).
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the stimuli used to elicit reactions are artificial and seldom encountered in
real life. We therefore need to supplement these findings with investiga-
tions of biological responses to everyday experiences in people of differing
socioeconomic status.

Naturalistic monitoring of biological markers

Naturalistic monitoring involves the assessment of biological function dur-
ing everyday life. Clearly it is possible though difficult for health profes-
sionals or researchers to visit people in their homes or work places and
obtain biological measures, but it is even more informative to study pro-
cesses repeatedly as participants go about their everyday lives. This field
has expanded enormously over recent years because of two advances. The
first is the introduction of ambulatory blood pressure monitors. These rela-
tively unobtrusive measurement devices can be programmed to record
blood pressure and heart rate repeatedly throughout the day. The instru-
ments are often timed to take measures every 15–20 minutes in the day-
time and less frequently at night. This provides information about blood
pressure under everyday as opposed to clinical conditions, and is increas-
ingly used in the clinical management of hypertension. It is also possible
to relate fluctuations in blood pressure to ongoing activities, events, and
experiences during the day, so as to provide an insight into psychobio-
logical processes. The second advance is the development of salivary as-
says of hormones. The main hormone that has been studied is cortisol,
but it is also possible to measure dehydroepiandrosterone (DHEA), testos-
terone, and other substances. Before salivary measures were introduced,
assessments of neuroendocrine function were limited to blood and urine
sampling, both of which are invasive and may disrupt the very phenom-
ena that are being investigated. Salivary sampling for cortisol involves hav-
ing people spit into test tubes, or place dental rolls in their mouths for a
few minutes until saturated. These samples are placed in labeled test tubes,
which can then be sent to the laboratory for analysis. Fortunately, corti-
sol is relatively stable in saliva, so it can be stored at room temperature for
several days without degradation.

Naturalistic methods have several limitations. One disadvantage is that
the range of biological markers that can be assessed is small compared with
those recorded in the laboratory, so many of the interesting biological pro-
cesses involved in cardiovascular pathology cannot be measured. Addition-
ally, the data require sophisticated statistical handling, since it is necessary
to adjust for the many other factors that influence biological function in
everyday life. For instance, blood pressure is affected by current and recent
physical activity, posture, smoking, and drinking tea and coffee, and these
need to be accounted for in the analysis.
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To date only a handful of published studies have used ambulatory meth-
ods to investigate socioeconomic position. Matthews and coworkers (Matthews
et al. 2000) carried out ambulatory blood pressure monitoring of 50 higher
and 50 lower status men and women as defined by occupation. They found
no differences in systolic or diastolic blood pressure over the working day,
although heart rate was faster in lower status participants who experienced
negative moods over the day. In a study of New York working men, ambula-
tory blood pressure was positively associated with work stress, but this effect
was more marked in participants of lower occupational status (Landsbergis et
al. 2003). Cortisol responses to everyday life stressors were inversely related
to social status in a sample of 51-year-old Swedish men (Rosmond and
Bjorntorp 2000).

We carried out ambulatory blood pressure monitoring with participants
in the main Whitehall psychobiology study and obtained useful data from
199 men and women. We found that systolic blood pressure was higher in
the lower occupational grade participants, but only during the morning hours
(Steptoe et al. 2003b). Systolic pressure averaged 128.9 ± 15.7 mmHg in the
lower grade group, compared with 122.6 ± 12.5 mmHg in the intermediate
and 123.3 ± 12.7 mmHg in the higher grade participants. Differences were
significant after adjusting for age, gender, smoking, alcohol intake, physical
activity, and body weight. The groups did not differ over the rest of the working
day or in the evening. Thus associations between socioeconomic status and
disturbances of blood pressure control were most apparent early in the day.
A similar conclusion is supported by our cortisol data.

Cortisol shows a strong diurnal variation, being high early in the morn-
ing and falling over the day. Recent work suggests that from the psychobio-
logical perspective, two distinct phenomena are at work. The first is the
profile of cortisol over the day itself, in terms of absolute output and pat-
tern of decline into the evening. In our study, cortisol output over the work-
ing day was greater in men of lower than higher socioeconomic status, as
we might expect from the perspective of the chronic allostatic load model
developed by McEwen. But among women, the opposite pattern emerged,
with greater cortisol concentrations in higher than lower status participants
(Steptoe et al. 2003b). We have no explanation for this pattern, which ap-
pears to be independent of marital status, having children, and stress over
the day.

The second part of the cortisol profile is the response to waking in the
morning. Cortisol typically increases over the first minutes of the day, reach-
ing a peak 20–30 minutes after waking. There is growing evidence that this
cortisol awakening response is greater among individuals experiencing
chronic stress from work or emotional strain (Pruessner et al. 2003; Steptoe
et al. 2000). It appears to be an anticipatory response associated with the
realization of the demands of the day ahead.
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We persuaded most of the participants in our psychobiology study to
take saliva samples on waking and then 30 minutes later both on a work
day and a weekend day. We expected the cortisol awakening response to
be smaller on the more relaxed weekend day and wondered whether there
would be differences by occupational grade and whether these persisted on
both days. The relevant results are summarized in Figure 3. Because a num-
ber of participants did not produce reliable data on both days, the three
occupational grade groups were compressed into two (lower and higher).
There are three interesting effects in these results. First, the level of salivary
cortisol on waking was stable on the two days, and did not vary with socio-
economic position. Thus even though people were waking more than an
hour later on the weekend, the cortisol level was unchanged. Second, there
were significant increases in cortisol after waking on both days, but the in-
creases were much smaller on the weekend. This is consistent with the no-
tion that the cortisol increase on waking represents an anticipatory response
to the coming day, and that this is attenuated when the pressure of com-
muting and working is eliminated. Third, on both days the lower socioeco-
nomic group showed a larger cortisol awakening response than did the
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higher status participants. The differences were statistically highly signifi-
cant, and were independent of smoking status. They represent real differ-
ences in neuroendocrine regulation associated with socioeconomic status.

It is tempting to see parallels between the results that we have ob-
tained in standardized laboratory stress testing and naturalistic monitoring.
In both cases, evidence has emerged for disturbances of psychobiological
regulation in adults of lower socioeconomic status. In both cases, these dis-
turbances are manifest less in absolute differences in reactivity to events
than in the maintenance of healthy regulatory function. In the naturalistic
study, the most striking differences were observed not while people were at
work, when they might be most exposed to the stresses associated with
their occupational status, but earlier as they prepared to face the challenges
of the day. In the laboratory, the differences were most apparent during
the period after exposure to challenge, as readjustment to normal equilib-
rium was being established. These effects may therefore be quite insidious,
occurring at times of day and in situations where they are not expected.

The differences we have observed across the social gradient are quite
small in absolute terms both in the laboratory and during everyday life. But
the importance of these responses is that they are repeated on a regular
basis for months or years of adult life. One can make an analogy with smok-
ing. A single cigarette has an acute effect on biological function that soon
dissipates without lasting consequences. But a cigarette every 30 minutes,
every day, every month, every year for decades has a profound effect on
health. The same may be true of these small psychobiological responses.

Additional pathways

The emphasis that we have placed on psychobiological processes should not
be taken to imply that these are the only pathways through which socio-
economic status influences risk of coronary heart disease. Several other me-
diating mechanisms may be relevant. One that can probably be discounted
is mediation through genetic differences. There is a heritable component to
much of coronary heart disease and its risk factors (Nabel 2003). Although
it is theoretically possible that the genetic determinants of coronary heart
disease are socially graded, this is unlikely. Socioeconomic patterns of the
disease have changed drastically in Britain and the United States over one
or two generations, far more quickly than could sustained by any inherited
process. A more plausible but untested possibility is that exposure to infec-
tion is involved. The notion that infection might in part cause coronary heart
disease has stemmed from the search for the origins of coronary vascular
inflammation. Inflammation of any tissue typically occurs in response to
injury or infectious organisms, but studies of specific microorganisms such
as Chlamydia pneumoniae have been inconclusive (Danesh et al. 2002). An
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alternative idea is that the total pathogen burden, or the number of infec-
tious organisms to which people are exposed in their lifetimes, is relevant.
Among patients with advanced atherosclerosis, those with antibodies for a
larger number of common pathogens were at higher risk for future cardiac
events (Espinola-Klein et al. 2002). Exposure to infection might be socially
graded, with poorer people living in less hygienic conditions being at higher
risk. But the possibility that such exposure accounts for socioeconomic dif-
ferences in coronary heart disease is highly speculative at present. It is more
likely that infectious burden is a marker of socioeconomic status, rather
than a mediating pathway.

The pathway that probably makes a large contribution to the transla-
tion of socioeconomic disparities into coronary heart disease risk is lifestyle.
Lifestyle factors such as smoking, food choice, alcohol consumption, and
physical activity are socially graded in many countries. Indeed, the social
gradient in cigarette smoking in the UK has increased markedly over recent
decades, owing both to differences in uptake and more importantly to greater
cessation rates in more affluent sectors (Jarvis and Wardle 1999). There is a
relatively consistent social gradient in overweight and obesity, although this
is much stronger in women than men (Lantz et al. 1998). Fat consumption
shows no clear association with socioeconomic status in the United States
and Britain, but fruit, vegetable, and fiber intake is greater in higher status
groups (Bennett et al. 1995; Shimakawa et al. 1994). Vigorous leisure-time
physical activity is more common in higher status groups, as is moderate
alcohol consumption (Marmot 1997; Wardle and Steptoe 2003).

Several studies of social position have demonstrated that gradients in
coronary heart disease persist after controlling statistically for factors such
as smoking, body mass index, diet, and alcohol, so lifestyle is certainly not
the complete explanation (Marmot, Kogevinas, and Elston 1987; Steenland,
Henley, and Thun 2002). The question of how much of the variance in
coronary heart disease is accounted for by lifestyle is difficult to gauge. In
the Finnish Kuopio study, about 50 percent of the income gradient in car-
diovascular mortality was accounted for by smoking, alcohol, and physical
activity (Lynch et al. 1996), while in the Dutch Globe study, more than half
of the educational gradient in acute myocardial infarction was accounted
for by smoking, alcohol, body mass, and physical inactivity (Van Lenthe et
al. 2002). In the Whitehall II study, we estimate that lifestyle factors ac-
count for only about a quarter of the socioeconomic gradient. But in a re-
cent analysis of educational differences in blood pressure in the United States,
Stamler and colleagues (Stamler et al. 2003) argued that nutritional factors
account for most of the difference between better and less well educated
adults. Few studies have assessed all relevant lifestyle factors in a compre-
hensive way, and it is likely that the importance of these factors varies with
the nature of the population (urban/rural, high or low smoking countries,
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dietary traditions, etc.) and possibly with the way in which socioeconomic
status is measured.

Conclusions

We have argued that psychobiological processes are plausible pathways
through which socioeconomic disparities are translated into cardiovascular
disease risk and coronary heart disease incidence. The evidence is prelimi-
nary. Although variations in psychobiological function have been associ-
ated with socioeconomic status, we do not know whether they contribute
to disease end points. The quantification of the relative importance of psy-
chobiological, lifestyle, and other mediating pathways has not yet been at-
tempted. Nonetheless, the possibility now exists for identifying mechanisms
at the most precise level of pathogenesis that are affected by social forces
and psychological characteristics. The elaboration of psychobiological meth-
ods so that they can be used in large-scale population studies will further
this integration of disciplines and our understanding of how socioeconomic
status affects coronary heart disease risk.

Note

This research was supported by the Medical Research Council and the British Heart Foundation.
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Quantifying Our Ignorance:
Stochastic Forecasts
of Population and
Public Budgets

RONALD LEE

A good deal of demographic research is justified on the grounds that it may
lead to improved population forecasts. However, most researchers have never
made a forecast, and actual projections are usually done by some form of trend
extrapolation with little mention of theory. I believe that most demographers
view forecasting as a mechanical exercise having little intellectual content.
And indeed much forecasting, including good forecasts and my own forecasts,
could be fairly characterized in this way. But nonetheless forecasting is one of
the most important tasks demographers perform, and it is important that it be
done well and to high professional standards. We need forecasts to anticipate
population aging, for example, and as inputs for economic, fiscal, environ-
mental, and social service planning. And we need forecasts simply to be able
to visualize our collective future. Some kinds of planning depend on demo-
graphic patterns many decades in the future, and because of the long-term
demographic consequences of current population age distribution, demogra-
phers sometimes make useful predictions of these. However, like most kinds
of forecasts, population forecasts often turn out to be quite mistaken. It is also
a task of demographic forecasters to provide indications of the kinds of errors
they may make and the probabilities of such errors.

Demographers use accounting identities to translate assumptions about
the time path of age-specific fertility, mortality, and migration into the fu-
ture population sizes and age distributions they imply. However, demo-
graphic rates are only probabilities at the individual level. If a fertility rate
for a 27-year-old women is 0.5 per year, that means there is a 50 percent
probability that a particular woman will give birth within a year, and a 50
percent chance that she will not, and similarly for probabilities of death and
survival, and migration. This intrinsic uncertainty at the individual level is
diminished when we talk about larger groups of women, because it tends
to average out, but it never disappears completely. Even if the true rates
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were known with certainty ex ante, the outcomes could not be predicted
with certainty. Early researchers looked here for the source of uncertainty
in population forecasts. However, simple calculations showed that this source
of uncertainty became vanishingly small in the larger national populations,
yet forecasts for large populations were little more successful than for small
ones. Then it was recognized that the main source of uncertainty was that
the vital rates (that is, the probabilities) themselves change over time, and
that we make errors in forecasting these changes (Sykes 1969).

Unfortunately, the analytic tools of pure demography are of little use
for the task of forecasting changes in vital rates. The principal analytic tech-
nique available is to place current rates in a longer run context through skilled
disaggregation—for example, by parity and length of open birth interval for
fertility, or by cause of death for mortality. But disaggregations of this kind
are useful mainly when the underlying, disaggregated probabilities are in fact
unchanging and the changes in outcomes are due to changing structures,
that is to changing distributions of the population across the different rel-
evant disaggregated categories of risk. However, there is an underlying weak-
ness with this approach: If the distributions are not changing, then the disag-
gregation is not helpful. On the other hand, if the distributions are irregular
and changing, this must reflect past variations in the disaggregated rates. But
if the rates have been changing in the past, then they are likely to change in
the future, and we are back to the problem of trying to forecast their changes.
Faced with the need to forecast the disaggregated rates, demographers tend
to extrapolate their most recently observed levels. Thus for the most part,
classic demographic methods are of limited use in a changing world.

For the past 35 years, I have been working on the problem of demo-
graphic forecasting under uncertainty. My goal has been partly intellectual,
to figure out how to think about the processes at work. But it has also been
to develop new forecasting methods that would be more than illustrative
and that might be good enough to inform real-world planning.

In this article, I will explain how this work developed over the years, what
directions I tried, and why some failed and some succeeded. I will not try to
provide a comprehensive overview of this large topic, which I attempted to do
in Lee (1999) and Lee and Tuljapurkar (2000). However, I will give some indi-
cation of the contributions of others, and the directions they have taken.

Fundamental issues

As a graduate student, my interest in forecasting stemmed from an attempt
to understand how and why populations grew and declined, and how the
process was related to economic change, age distribution, and accident. In
thinking about these questions, I was troubled by a number of questions:

1) Theories of Malthus, Easterlin, ecologists, and others tell us that
population size and age distribution should themselves have an influence
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on current vital rates, which implies that population processes should be
subject to negative feedback. Yet in practice this is generally ignored in pro-
jections. What should we make of this?

2) Some analysts have viewed population change as an independent
force, itself explaining economic and social changes. Others have viewed
population change as endogenous, responding passively to economic change.
How can we reconcile the interplay of random and systematic influences
on vital rates and population growth?

3) How can variations over age and time in vital rates such as fertility
or mortality be represented parsimoniously yet realistically?

Regardless of how forecasting is actually carried out, it explicitly or
implicitly involves deep theoretical and empirical assumptions and judg-
ments. Can we ignore feedback? Do more people in the reproductive
ages mean more births or fewer births? Will environmental pressures be
increased by population growth and in turn retard that growth? Will mor-
tality rise as population density increases? Does a larger population lead
to more rapid technological progress, or to poverty? If, in the end, most
population forecasts say nothing about these questions, that outcome
reflects an assumption on the part of the forecasters that demographic
trends can continue without encountering such feedback, not proof that
such economic and environmental interactions with population do not
matter. The potential role of such factors is discussed in Lee (1990) and
Cohen (1995).

Modeling variation in demographic rates
over age and time

There is a tradition in mathematical demography of modeling variation over
age and time, closely related to the demographic tradition of constructing
model age schedules for fertility, nuptiality, and mortality. One approach
involves fitting nonlinear parametric functions to the observed age sched-
ules and then letting some or all of the parameters vary over time. For ex-
ample, Gompertz or gamma functions have been used for fertility, and the
Heligman–Pollard nine-parameter function has been used to extrapolate
mortality rates (McNown and Rogers 1989). Another approach generates
new age schedules by transforming an existing one, or a standard; this is
sometimes called a relational approach. For example, one simple model as-
sumes an equal additive change to mortality at every age, which is the sim-
plest and most tractable model of all, but which fits actual change only poorly.
Another example, this time more realistic but less tractable, assumes that
mortality at every age changes by the same proportion. Still more realistic
is Brass’s logit transform.

The approach I developed was still very simple but, like the logit, both
flexible and realistic. It lets each age-specific rate have its own additive or
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multiplicative pattern of change, with the relative sizes of these changes
fixed across age:

m(x,k) = a(x) + k*b(x).

Here m(x,k) can represent either a vital rate at age x for parameter value k,
or the logarithm of the rate for the multiplicative version. As k varies, the
model generates a family of age schedules of the vital rates m or exp(m).
The model can be fit to a matrix of historical rates varying over age and
time, resulting in estimates of the a(x), b(x) schedules, and a time series of
the parameter k, call it k(t). We can hold a(x) and b(x) fixed and then focus
on analyzing, modeling, and forecasting k(t) without having to worry about
the age-specific details. The model has been used mainly for mortality, but
also for fertility and migration.

This model also makes it easy to incorporate stochastic disturbances in
a natural way, by treating k as a random variable. Then k, for fertility or
mortality, can be projected using standard statistical methods, together with
its probability distributions. From these, probability distributions for age-
specific fertility and mortality can be calculated. Other sources of uncer-
tainty, resulting from imperfect fit of the model given above, or from un-
certainty about the parameters of the time series models used to forecast k,
can also be incorporated.

The framework

Figure 1 gives a very large-scale schematic framework for this multi-decade
undertaking, showing fertility and mortality as processes to be modeled,
then showing them as inputs to a stochastic population forecast, and finally
showing the use of the stochastic population forecast as an input to sto-
chastic fiscal projections of various kinds. The vertical arrangement in Fig-
ures 1, 3, and 4 is both temporal, with the earlier work higher up, and
logical, with the earlier entries providing inputs for entries lower down in
the figures. The remainder of the article takes a close look at each of these
legs of the journey, showing the blind alleys as well as the final route.

Forecasting mortality: Development of the
Lee–Carter model

Since US life expectancy was widely believed to have reached its natural up-
per limit in the mid-1960s while I was a graduate student in demography, I
didn’t pay much attention to it at the time. Subsequently, mortality began to
decline rapidly, and mortality caused larger errors in Census Bureau projec-
tions in the 1970s than fertility, so the picture changed. In the late 1980s,
Lawrence Carter spent a semester visiting at Berkeley. We had collaborated
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FIGURE 1   The development of demographic and fiscal stochastic
forecasting: A schematic view
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earlier on a model of population renewal based on birth-to-marriage and mar-
riage-to-birth transitions. This time, we decided to use the simple age-time
model I had developed for historical work to model and forecast mortality.
The single parameter k(t) indexed the intensity of mortality, and we estimated
it for the United States from 1900 to 1989, as shown in Figure 2. Remark-
ably, the trajectory of k(t) was quite linear, unlike life expectancy, which rose
at a slowing pace throughout the century. This linearity was striking, because
it persisted through important changes like the development of antibiotics
and the emergence of the AIDS epidemic. We modeled k(t) as a random walk
with drift, and forecasted it along with its probability distribution. From this,
we derived the forecasts and probability distributions of age-specific death
rates and life expectancy. While we were developing this method, McNown
and Rogers (1989, 1992) were developing an approach based on fitting the
Heligman–Pollard model mentioned above to the historical mortality data,
and then using time series methods to forecast a subset of the estimated pa-
rameters. There were lively debates about the relative merits of the two meth-
ods. Figure 3 charts this and subsequent efforts to model and forecast mortal-
ity. The path ultimately followed is shown by the continuing main line, while
the spurs branching off to the sides represent paths tried but abandoned.
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FIGURE 3   False starts and promising paths for modeling mortality change
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SOURCE: Lee and Tuljapurkar (2000).
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Even before our article (Lee and Carter 1992) was published, Statistics
Canada invited us to apply our method to Canadian data, at Nathan Keyfitz’s
suggestion (Lee and Nault 1993), and they began to use it partially in their
projections. Since then, the model has gradually gained acceptance, and is
now also used in some respects by the US Census Bureau, Japan, and the
United Nations. Tuljapurkar, Li, and Boe (2000) applied it to the G7 countries
and found that, as for the United States, it predicted life expectancy gains by
2050 that were two to four years greater than the official projections, and for
Japan, eight or nine years greater. Lee and Miller (2001) investigated hypo-
thetically how the method would have worked had it been applied in earlier
years. We found that the forecasting errors would have been quite well de-
scribed by the probability distributions generated by the method. We also found
that longer term forecasts tended to understate the future gains in life expect-
ancy, in the United States and in a number of other countries. Recently, Li,
Lee, and Tuljapurkar (2004) have extended the method for use in countries
with mortality data available for only a few irregularly spaced periods.

Forecasting fertility

For fertility forecasts, I reasoned that once the fertility transition was over,
we really had no clue about which way fertility would move, and the best
we could do was to model its level as a trendless (covariance stationary)
stochastic process (Lee 1974a). I then modeled births as an autoregressive
time series, with net maternity rates as the autoregressive parameters, and
derived the variance of the best linear forecast of the number of births in
relation to the uncertainty of the fertility process by analyzing the renewal
equation. From this I saw that the uncertainty in the forecast of births grew
linearly with time to a good approximation, and that it was a moving aver-
age of past fertility shocks with weights equal to the progeny of a birth co-
hort at each lag. This work was my first presentation at the Michigan brown
bag seminar series as a starting assistant professor there, and it was not well
received, to say the least. The sociologists thought it was blasphemous to
model fertility as a random process. Twenty years later, I got a very similar
reaction when I submitted a related paper to Demography, which was re-
jected. The work appeared elsewhere (Lee 1993) and is a key component of
the full-scale stochastic population forecasts.

In between my first paper and this elaborated model twenty years later,
I had tried many other approaches to forecasting fertility. One line of work
modeled an Easterlin-style effect of population age distribution on fertility
(Lee 1974b and 1976). In this approach, I used the same kind of autoregres-
sive birth equation, but now fertility was a function of the numbers of earlier
births at each lag—that is, it depended on the contemporary population age
distribution. Unfortunately, the future did not oblige by conforming to the
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predictions of the model; no new baby boom occurred, although a brief up-
swing between 1988 and 1992 looked promising. I also wrote a series of pa-
pers on the use of birth expectations data from surveys (Lee 1981), which led
to a paper on “Aiming at a moving target” (Lee 1980), but in the end proved
of little use for forecasting. In other work, I considered using New Home Eco-
nomics type fertility models for forecasting, but did not see how that approach
could lead to useful predictions, since it seemed to imply fertility decline with-
out limit as income and female wages rose. Finally, with Carter, I developed
a time series model of the joint evolution of births and marriages, each feed-
ing into the other (Carter and Lee 1986). It was an elegant paper, but with
the rise in extramarital fertility, marriage became less important as a funda-
mental force driving fertility, and that approach was abandoned. It was a de-
feat to come back to treating fertility as a stochastic process, with model fore-
casts heavily conditioned by imposed assumptions for central tendency and,
perhaps, for upper and lower bounds (e.g., total fertility rate between 0 and
4). But sometimes it is best to acknowledge defeat, and make peace on the
best available terms; that was what I did in Lee (1993). This long journey of
discovery for fertility modeling is portrayed in Figure 4.

FIGURE 4   False starts and promising paths for modeling fertility change
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Figure 5 shows a fertility forecast for the United States treating fertil-
ity as a stochastic process. The probability fan seems too wide, with the 95
percent probability bounds ranging from a TFR of .8 to 3.0. However, those
bounds are intended to cover annual ups and downs. If we instead ask for
central tendencies, by computing the probability interval for the average
TFR along stochastic trajectories up to each horizon, we get a narrower 95
percent bound ranging from 1.4 to 2.6 for long-run forecasts.

The traditional treatment of uncertainty
in population forecasts

The traditional approach to estimating and communicating the uncertainty
of population forecasts is through the construction of scenarios. First, the ana-
lyst constructs high, medium, and low projections for each of the rates, typi-
cally fertility, mortality, and net immigration. The high and low trajectories
do not have any probabilistic interpretation, but are chosen to span a range
that the analyst believes to be plausible. The next step is to bundle these tra-
jectories together to form high, medium, and low scenarios. This is done in
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FIGURE 5   Total fertility rate, historical values (1917–96) and 
forecasted (1997–2096), with 95 percent probability intervals for annual 
values and for the cumulative average up to each horizon

SOURCE: Lee and Tuljapurkar (2000).
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different ways, depending on the purpose of the projections. For example, in
the United States, the Census Bureau bundles together high fertility and low
mortality (and high immigration) to form the high scenario, yielding the high-
est rate of population growth, and similarly for the low scenario. But the
Social Security Administration bundles together high fertility with high mor-
tality (and immigration), because these generate the lowest old-age depen-
dency ratio (OADR), which is the key demographic variable for their finan-
cial projections. The Census Bureau’s choice of bundles minimizes the
high–low range of the OADR, because high fertility tends to make the popu-
lation young, while low mortality tends to make the population old, and these
effects cancel. The Social Security Administration’s bundles minimize varia-
tions in the population growth rate, because high fertility makes the growth
rate high, while high mortality makes it low, and these effects cancel.

This problem is illustrated by the 1992 Social Security population pro-
jections (Board of Trustees 1992). For 2070, the high–low range for the
population aged 0–19 years is ±34 percent; for the population 20–64, the
range is ±20 percent; and for 65+ it is ±9 percent. Yet for the total depen-
dency ratio, which is the sum of the first and the third divided by the sec-
ond, the range is only ±5 percent, whereas we would expect it to be many
times this large. The scenario method inevitably gives probabilistically in-
consistent indications of uncertainty for different population variables in
the same forecast.

The arbitrariness of the choice of bundles is one of the problems with
the scenario approach. Another is that no probabilities can be attached to
the high–low range of the projections. Still another is that along the sce-
nario trajectories, fertility is always high, medium, or low, and mortality
likewise. It is therefore implicitly assumed that forecasting errors for fertil-
ity and mortality are perfectly correlated over time, so that fluctuations such
as the baby boom are ruled out by assumption. In addition, errors in fertil-
ity and mortality are implicitly assumed to be perfectly correlated with one
another, in the sense that high fertility is always associated with low mor-
tality (or always with high mortality). A final problem is that the high–low
bounds cannot have any consistent probabilistic interpretation across dif-
ferent measures, since true uncertainties tend to cancel in larger aggregates
like total population, relative to their constituent parts like numbers of births
in certain years or the sizes of particular age groups. In the scenario ap-
proach, no such cancellation can take place.

From this point, I will focus on the main direction taken in the re-
search, with less attention to the side routes that turned out to be deadends.

Stochastic population forecasts

As a graduate student, I wanted to develop more genuinely probabilistic popu-
lation forecasts. I realized that most population forecasting errors derived
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from errors in forecasting the vital rates rather than from individual-level
uncertainty, as discussed earlier. At first I thought that the answer lay in
formulating stochastic models of fertility and mortality, and then using the
probability intervals from their fertility and mortality forecasts to set the up-
per and lower 95 percent probability bounds for the projection scenarios.
However, it soon became clear that this would not do, for all the reasons
given above: scenarios do not and cannot work probabilistically. Probabilis-
tic projections required a population projection matrix with stochastic rates
that could vary after every projection step, with the probability distribution
of the projected population derived from the sequence of matrixes.

I could write down the equations for the stochastic vital rates, per-
haps, but I did not know how to derive their implications. A few years later,
I began seeing a series of papers by Shripad Tuljapurkar (Tulja), on popula-
tion renewal in random environments. He was interested in the population
dynamics of all species, and he explicitly developed the probability distribu-
tions of population variables when reproduction and survival were disturbed
by climate, predation, and other partially natural influences (Tuljapurkar
1990). Later, Tulja spent some time at Berkeley and we joined forces to
tackle the problem of stochastic population forecasts, combining my work
on modeling the vital rates as stochastic processes and his work on popula-
tion renewal in random environments.

After several years of work, and improvements due to referees, the
results were published in Lee and Tuljapurkar (1994). The paper contained
analytic approximations for the actual probability distributions, derived at
great cost. In order to check on these analytic results, Tulja also carried out
stochastic simulations, which confirmed their accuracy. This exercise taught
us that while the explicit mathematical solutions were intellectually satis-
fying and yielded some insights, the stochastic simulations were far simpler
and could be used to estimate probability distributions for any desired func-
tions of the age distributions. We reluctantly abandoned the analytic solu-
tions in our subsequent work. This work, finally brought to a successful
resolution, drew on earlier deep theoretical research by Tulja in mathematical
population biology, and by me in historical demography.

Figure 6 shows forecasts from 1999 to 2080 of the old-age dependency
ratio, here defined as (population 65+)/(population 20–64), with 95 per-
cent probability intervals and comparisons to the Census and Social Secu-
rity (SSA) projections and ranges. The central forecasts of all three are quite
similar, although ours are slightly higher because we forecast more rapid
mortality decline. Our 95 percent interval is much broader than the high–
low interval of Social Security, which is in turn substantially broader than
that of Census, because of the bundling choices for defining their trajecto-
ries, as discussed earlier. We find that the high Social Security trajectory is
just above the 75th probability bound, and far below the 97.5 percent prob-
ability bound. According to our forecasts, there is a considerable possibility
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that population aging may be much more severe than that considered by
Social Security and Census.

I have emphasized the contributions of Tuljapurkar and myself, but at
the same time Juha Alho and his collaborators (Alho and Spencer 1985; Alho
1990, 1997) were working along similar lines and making important contri-
butions. Keyfitz, in unpublished work, suggested a different approach: ran-
domly sampling rates of mortality change from the past, and independently
randomly sampling levels of fertility, as a basis for developing a stochastic fore-
cast. Stoto (1983) and Keyfitz (1981) developed methods for attaching prob-
ability intervals to forecasts of population growth rates and population size by
analyzing ex post forecasting errors, an approach extensively developed and
discussed in National Research Council (2000). Pflaumer (1988) made sto-
chastic population forecasts by randomly sampling vital rates from the high–
low range in official forecasts. Lutz, Sanderson, and Scherbov (1996) have
elaborated on this approach in a series of papers, an approach criticized by Lee
(1999) and Tuljapurkar, Lee, and Li (in press). Vigorous debates at several
international meetings have explored the relative merits of these approaches.

But what are these good for? Stochastic Social
Security forecasts

We had achieved an important goal, one I had started working on 27 years
earlier. But we soon realized that nobody really understood these new pro-
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jections, or what they were good for. Yes, we could now provide a prob-
ability distribution for the forecast of any demographic quantity, simply by
examining our stochastic simulation results. But how did, say, the 95 per-
cent probability bounds differ from the standard high, medium, and low
scenarios? In fact they differed profoundly, but this was difficult to convey.

After trying to explain all this to practitioners who were accustomed to
the traditional scenarios, and failing to get the point across, we decided that
we would need to work out an application ourselves, to illustrate the power
of the new stochastic population forecasts. Social Security finances seemed
the best place to start, because the Trustees projected over a 75-year horizon
every year, and because demography and population aging played key roles
in these projections. Furthermore, the Social Security Trust Fund was the
cumulation of net surpluses, and so it should depend on the sum of functions
of the demography. Along any stochastic trajectory, there should tend to be
some degree of cancellation of errors in our projections, but not in the tradi-
tional high-low scenarios used by the Social Security Actuaries.

Tulja and I initially developed simulations of the Trust Fund, with only
the demography stochastic. Michael Anderson, who at the time was a gradu-
ate student in demography and statistics at Berkeley, programmed the sto-
chastic simulations. Soon, however, we moved on to model productivity
growth rates and real interest rates as stochastic processes, and for some
purposes we similarly modeled stock market returns. Our stochastic fore-
casts for the Trust Fund typically reflected four stochastic inputs out of the
eight or ten inputs that were usually viewed as uncertain. The inputs we
did not treat as stochastic included inflation, disability, and immigration.
We believed that the four we included were the most important sources of
uncertainty and would capture most of the overall uncertainty.

Figure 7 shows histograms for the date of exhaustion of the Social Se-
curity Trust Fund assuming no change in the payroll tax rate, no invest-
ment of the fund in equities, and no change in the currently legislated in-
crease in the normal age of retirement to 67, based on the central
assumptions contained in the Trustees’ Report of 1998 (somewhat more
pessimistic than the more recent Trustees’ assumptions). The median date
of exhaustion was then 2032, with 2.5 percent probability of exhaustion by
2022 and 97.5 percent by 2072. We consistently find that even the most
favorable 2.5 percent bound shows exhaustion in less than 75 years, in con-
trast to the Trustees’ “Low Cost” forecasts, which suggested that if we were
lucky the system would be able to continue robustly in the future.

At the same time we were developing our stochastic forecasts for the
Social Security Administration, the Congressional Budget Office (CBO) had
noted our 1994 paper on stochastic population forecasts and asked whether
they could use our stochastic population trajectories as the basis for sto-
chastic Social Security projections of their own. We sent them a set of a
thousand stochastic population simulations, and they did indeed develop
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stochastic forecasts that they published annually for a number of years. In
2001 they published a more elaborate stochastic forecast for SSA, this time
developing their own stochastic population model from scratch. I believe
that this effort benefited from the short class we taught in Washington, DC
for three summers, which I will describe later.

In 1999–2000, I served on the Technical Advisory Panel for Social Secu-
rity, and I presented our results there. The Trustees and Actuaries had al-
ready been advised by earlier committees that they should do stochastic fore-
casting, so our efforts fit well with those recommendations. Although nothing
happened at the time, in 2003 SSA did develop and publish its own stochas-
tic forecasts for the first time, using methods closely related to ours. They also
published comparisons of their stochastic projections to ours and to a set de-
veloped by CBO. The three were remarkably consistent.

Stochastic fiscal projections

When President Bush began arguing for tax cuts in early 2001, the Congres-
sional Budget Office was projecting large surpluses over the next decade, and
Alan Greenspan, Chairman of the Federal Reserve, was worrying about what
would be done once all the government debt had been paid back. A probabi-
listic forecast would have shown that not much confidence should have been
placed in those projections, and indeed the Congressional Budget Office had
included probability intervals based on its own analysis of the past perfor-
mance of its projections, and these showed that it was quite possible that the
surpluses would turn to deficits within a few years. I was invited to testify to
the Senate Budget Committee about the uncertainties in the fiscal outlook
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and on the impact of population aging on the federal budget. My testimony
was received with interest, but I doubt that it had much impact. Here is the
story of how the probabilistic fiscal forecasts were developed.

In 1995, I served on a panel organized by the Committee on Population
of the National Academy of Sciences, chaired by James Smith, to assess the
economic and demographic consequences of immigration to the United States
for a special bipartisan Congressional Commission. My task was to estimate
the fiscal impact of immigrants using a longitudinal design which required
that I prepare long-run projections of US government budgets at the federal,
state, and local levels. I had developed relevant methods during earlier work
on estimating the externalities to childbearing, involving the estimation of
age profiles of government benefits and taxation and shifting these over time
with productivity growth. Figure 8 illustrates cross-sectional age profiles of
this sort for the year 2000, showing the dominating importance of public
education, Social Security benefits, Medicare, and institutional Medicaid. Simi-
lar age profiles were estimated for various kinds of taxes.

I received advice on modeling government budgets from Alan Auerbach
and Robert Inman, two leading public finance economists also on the immi-
gration panel. I hired Ryan Edwards, then a graduate student in Economics,
to work on the budgetary side of these projections. Tim Miller, a demographic
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researcher at Berkeley, did most of the necessary estimation. With NIA sup-
port, this research team worked for a year and brought the project to an in-
teresting and successful conclusion. As a byproduct, we had developed the
expertise to make long-run deterministic budget projections for all levels of
government. If we could do it for one set of demographic and economic as-
sumptions, then we could do it for others, so we had the machinery in place
to construct stochastic budget forecasts for all government programs and to-
tal taxes and expenditures, exploiting detailed population age distributions
and schedules of benefits and costs by age, as driven by productivity growth
rates. We were able to draw on both the stochastic population projection meth-
ods and the methods for stochastic projections of SSA. It seemed only natural
to take advantage of the situation to construct probabilistic forecasts of fed-
eral, state, and local taxes and expenditures. We did this, based on seven
kinds of taxes and 25 age-specific government programs. The results were
published in Lee and Edwards (2001 and 2002).

Figure 9 shows probabilistic forecasts of government spending as a share
of gross domestic product at all levels (federal, state, and local) combined,
but disaggregated by age group in the first three panels and in total in the
last panel. These forecasts are conditional on the assumption that current
program structures remain constant or vary only according to currently leg-
islated plans such as the increase in the normal retirement age. Panel C
shows that no change is projected for the share of age-neutral programs,
consisting mainly of such items as defense expenditures, police, fire, and
research: expenditures that cannot be assigned to recipients of any particu-
lar age. The flat line with no probability dispersion reflects the assumption
made, following assumptions of the Congressional Budget Office, that such
expenditures will be a constant share of GDP in the future. Panel B shows
that expenditures on the young (defined on a programmatic basis and in-
cluding expenditures on higher education) are also expected to be flat over
the coming decades, although in this case there is substantial uncertainty,
reflecting uncertainty about fertility and therefore the share of children in
the population. Panel A shows that expenditures on the elderly (again de-
fined by program) are expected to rise strongly, nearly tripling in 80 years,
owing primarily to the effect of population aging on Social Security, Medi-
care, and institutional Medicaid (that is, for long-term care). The probabil-
ity distribution is narrow for the first 25 years or so, reflecting mainly un-
certainty about mortality and survival. After this point, however, the much
greater uncertainty about fertility begins to affect the projected size of the
working age population, which drives projections of GDP and therefore
strongly influences expenditures on the elderly as a share of GDP. Panel D
shows the forecast for expenditures for all age groups combined. We would
expect a negative correlation between expenditures on children and the
elderly as a share of GDP, since variations in fertility would affect these
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FIGURE 9   Projected government spending as a share of GDP by broad
age group of recipient, 1994–2070 (mean and 95% probability intervals)

SOURCE: Lee and Tuljapurkar (2000).

expenditures in opposite directions. This correlation is implicitly taken into
account in the probability intervals in Panel D. The central forecast shows
that total governmental expenditures as a share of GDP would rise by more
than 50 percent over the next 75 years, which we have seen is due entirely
to expenditures on the elderly. The 95 percent probability interval extends
from about 28 percent of GDP to about 48 percent of GDP, with uncer-
tainty in the upward direction being greater than downward.

Health care costs: The joker in the deck

Medicare expenditures were one piece of the federal projections reported
above about which we had reservations. However, based on earlier research
by actuaries of the Health Care Financing Administration, Tim Miller (2001)
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published a paper showing how data on Medicare costs by time until death
could be used in projections of Medicare costs. In these projections, as mor-
tality falls, there are two effects on costs. First, there are more old people at
every age, so costs tend to rise. Second, at any given age a smaller propor-
tion of people is near death, so costs tend to fall. These two effects largely
cancel, as it happens, so it makes little difference to costs whether mortality
declines rapidly or slowly. Miller’s work paved the way for a subsequent
paper on stochastic forecasts of Medicare expenditures (Lee and Miller 2002).
In these forecasts, we estimated a stochastic time series model for the growth
in Medicare expenditures per enrollee in excess of per capita income growth.
This was used as a multiplicative shifter for a schedule relating Medicare
costs to years until death. Along each stochastic trajectory, we knew the
distribution of deaths by age, so we could apply this schedule to the distri-
bution of deaths to find the Medicare costs implied.

Figure 10 contrasts our probabilistic time-until-death-based forecasts of
Medicare costs with the official government projections. Here, probability
deciles are indicated by the darkness of the fan. The probability is 10 percent
that Medicare hospital insurance spending will fall in the darkest area and 90
percent that it will fall within the whole shaded area. The lines represent the

2000 2020 2040 2060

Year

P
er

ce
n

t

8

6

4

2

FIGURE 10   Medicare Hospital Insurance Program as a percent of GDP: 
Lee–Miller probability deciles and Trustees’ scenarios (excludes 
Medicare’s Supplementary Medical Insurance Program)

SOURCE: Lee and Miller (2002).

P
er

ce
n

t 
o
f 

G
D

P

PDR 30 supp Lee/au/EPC/sp 1/26/05, 12:46 PM170



R O N A L D  L E E 171

Trustees’ low, intermediate, and high cost scenarios. It turns out that proba-
bilistic projections are not always more gloomy than deterministic ones. First,
taking time until death into account leads to projections of Medicare costs
that are substantially lower than the official projections by the Medicare Trust-
ees, because our forecasts implicitly assume improving health at every age as
mortality falls. Second, we see that while our lower probability decile corre-
sponds closely to the Trustees’ low projection, their high projection is far more
pessimistic than our upper 97.5 percent bound: we find it very unlikely that
their high scenario will come to pass.

Population and fiscal projections for California

In 2001, I was asked to prepare projections of population aging in Califor-
nia for the state legislature, and I took advantage of the opportunity to en-
list Tim Miller and Ryan Edwards in the effort, and to prepare stochastic
projections for the population of California and for its budget through 2050.
Miller developed stochastic immigration and internal migration projections,
which we incorporated in the demographic forecasts. Figure 11 shows our
projections of the state budget, again assuming current program structure.
In contrast to the federal and general government projections, we find al-
most no systematic tendency for expenditures to rise relative to gross state
product, because for the most part the state does not provide benefits tar-
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geted to the elderly and therefore is not affected by the projected popula-
tion aging. Revenues are almost flat with almost no uncertainty, since they
are expressed as a share of gross state product and are not much affected by
population age distribution. These projections attracted considerable inter-
est in Sacramento, and point toward the application of these methods at
the state and local level.

Proselytizing and training

In the summers of 1998 to 2001, Tulja, Edwards, Anderson, and I taught a
short intensive class in Washington, DC on our new methods for stochastic
forecasting, with funding from the Social Security Administration. We pitched
it to professional government forecasters, and people attended from many
government agencies, including Social Security, Census, Congressional Bud-
get Office, Office of Management and Budget, General Accounting Office,
and Veterans Affairs. Some graduate students, academics, and government
forecasters from other countries attended as well. The lectures seemed to gen-
erate a great deal of interest. It is difficult for us to assess the impact of these
classes, but in 2001 CBO published its own stochastic forecast for Social Se-
curity, and in 2003 SSA published its own version, as discussed earlier.

Where next for stochastic forecasting?

These general methods for making stochastic forecasts of mortality, fertil-
ity, population, Pay-As-You-Go pension systems, health care costs, and full
government budgets appear to be reasonably well established, although there
is plenty of room for improving each, and for trying completely different
strategies. Many questions remain about the best way to handle various
details, and work on these questions is ongoing. Doubtless problems will be
discovered and the methods will evolve. For example, a book by Tabeau,
Jeths, and Heathcoate (2001) discusses many approaches to forecasting mor-
tality including Lee–Carter, and an unpublished manuscript by Girosi and
King (2004) contains a searching critical analysis of the Lee–Carter method
and develops an alternative approach based on covariates and smoothness
priors. Denton and Spencer in Canada, and CBO and the Social Security
Actuaries are all exploring alternative approaches. Li Nan and I are work-
ing on modifying and extending Lee–Carter for use by the United Nations
in the mortality component of their global population projections.

I would like to see government agencies develop and use stochastic
long-run budget projections. This seems particularly important, given the
great stresses that population aging will put on the budgets of the industrial
world through public pension programs, health care, and long-term care.
Policy changes today should be undertaken in light of this sobering long-
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term outlook, but also with a full appreciation of the degree of uncertainty
about these pressures. In recent years, both the Bush administration tax
cuts and the Iraq war illustrate the importance for good decisionmaking of
taking into account not only the best guess forecast, but also a careful as-
sessment of the degree of uncertainty about that guess, and the expected
cost of errors.

One of the most challenging questions in this area is just how policy-
makers should take uncertainty into account: by acting quickly to build up
buffer funds or to contain a situation that might deteriorate if no action is
taken, or by postponing action until we have a clearer idea of which direc-
tion the cat is going to jump. A useful start has been made on this question
by Auerbach and Hassett (2000). But posing the problem as I just did sug-
gests that once the cat jumps, we will know how the future will unfold—
rapid versus slow gains in life expectancy, deficits versus surpluses, and so
on. In reality it is much more likely that the future will be no more certain
in ten years or twenty or fifty than it is now. The world is not going to
choose a direction and then adhere to it thereafter. There is uncertainty
about big changes and at every step of the way, without end. We must live
and act in the face of this uncertainty as we have always done, but under-
standing it better should lead to better decisions.

Note

Research described in this chapter was funded
by a grant from NIA, R37-AG11761. Tim Miller
made valuable contributions to the analysis. I
am particularly grateful to my collaborators

over the years in this work: first, Lawrence
Carter and Shripad Tuljapurkar; and later, Tim
Miller, Ryan Edwards, Michael Anderson, and
Nan Li.
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FIGURE 2   Trends in labor force participation for men aged 60–64 years
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SOURCE: Gruber and Wise (1999b: 3).
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What had gone largely unappreciated was that, like the retirement in-
centives built into employer-provided defined benefit plans in the United
States, defined benefit social security programs could also induce older work-
ers to leave the labor force. Thus the provisions of the programs could con-
tribute to their own financial insolvency. The goal of the first phase of the
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are working.  Together these trends have put enormous pressure on the fi-
nancial solvency of social security systems around the world.  Ironically, we
argue, the provisions of the social security systems themselves typically con-
tribute to the labor force withdrawal.

…  We conclude that social security program provisions have indeed contrib-
uted to the decline in the labor force participation of older persons, substan-
tially reducing the potential productive capacity of the labor force.  It seems
evident that if the trend to early retirement is to be reversed, as will almost
surely be dictated by demographic trends, changing the provisions of social
security programs that induce early retirement will play a key role.  (Gruber
and Wise 1999b: 34–35)

Phase II: Estimation of the effect of plan
provisions on retirement

The first phase of the project established two key results: (1) that the social
security systems in many countries provide enormous incentives to leave
the labor force at older ages; and (2) that there is a strong correspondence
between social security incentives to retire and the withdrawal of older work-
ers from the labor force.

Building on the correspondence between incentives to retire and la-
bor force participation, we wanted to develop estimates of the effect of
changes in plan provisions on labor force participation. Thus, in the second
phase of the project, we set out a template to estimate how much the re-
tirement age would change if social security provisions were changed, based
on within-country analysis of the determinants of retirement. The analysis
was to be based on the micro data within each country, considering the
relationship between retirement and the incentives faced by individual em-
ployees. That is, rather than considering system-wide incentives for repre-
sentative persons (such as those with median earning histories) and com-
paring these incentives with aggregate labor force participation across
countries, we now turned to micro-econometric analyses within countries.
The results of these analyses are based on differences in individual circum-
stances within a given country.

For this phase, the investigators in each country assembled large mi-
cro data files combining information on individual retirement decisions with
retirement incentives (together with other individual data). Individual mea-
sures of social security retirement incentives—which vary substantially across
persons within a country—were calculated on the basis of the methods de-
veloped for the first phase of the project. The key incentive measure was
the “option value” of delayed retirement. This measure is based on the po-
tential gain (or loss) in social security wealth if receipt of benefits is de-
layed. That is, this constructed economic variable describes the financial gain
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or loss from continuing to work. Estimation using this measure goes back
to the Stock and Wise (1990a, 1990b) procedure we used to analyze the
effect on retirement of employer-provided defined benefit pension plans in
the United States, as discussed above. Results based on this measure are
reported below. Estimates were also obtained based on the peak value mea-
sure proposed by Coile and Gruber (2001).

As in the first volume, the analysis in each country followed a detailed
template, so that results could be compared across countries. The micro anal-
ysis in each country was based on a sample of individuals. In some cases,
the data come largely from administrative records. In other cases, they were
obtained from special surveys. It was possible to estimate the same models
in each country, even though the population covered by the country data
sets differed in some respects.

The key advantage of the micro estimation is that in each country the
effects of changes in plan provisions can be predicted. The first striking fea-
ture of the collective analyses based on within-country micro data is that
social security retirement incentives have very similar effects on labor force
participation in all countries. In particular, the results strongly confirm that
the relationship between labor force participation and retirement across
countries is not the result of cultural differences that could, for example,
yield different norms, or “taste” for work, at older ages. The within-country
analyses show similar responses to retirement incentive effects, even though
the countries differ with respect to cultural histories and institutions.

The second feature of the micro analyses is that they allow consider-
ation of several features of social security systems, as well as individual at-
tributes, that may simultaneously affect retirement decisions. In particular,
the micro estimation results allow us to estimate jointly the effect on retire-
ment of the age at which benefits are first available and the incentive to
retire once benefits are available. Both of these features were shown in the
first phase of the project to be key determinants of retirement.

Effect of plan provisions demonstrated by simulation

To demonstrate the effect of plan provisions on retirement, we used the
estimates for each country to simulate the effect of three illustrative changes
in plan provisions. Actually, only two illustrative plan changes were simu-
lated in the second phase of the project, but a third was added in the third
phase. Thus all three are described here.

(1) Three-year increment in eligibility ages: This simulation increases all eligi-
bility ages by three years, specifically the early retirement age, the normal re-
tirement age, and the ages of receipt of disability benefits. In countries in which
disability, unemployment, or other retirement pathways are important, the eli-
gibility age for each of the programs is delayed by three years.
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(2) Actuarially fair reform: This reform reduces benefits actuarially if
taken before the normal retirement age and increases benefits actuarially if
taken after the normal retirement age.

(3) Common reform: This illustrative simulation is intended to predict
the effect of the same reform (the “common reform”) in each country. Un-
der the common reform, the early retirement age is set at age 60 and the
normal retirement age at 65. Benefits taken before age 65 are reduced “ac-
tuarially,” by 6 percent for each year before age 65. Benefits taken after age
65 are increased by 6 percent for each year the receipt of benefits is de-
layed. In addition, the replacement rate at age 65 is set at 60 percent of
(projected) earnings at age 60.

The potential implication of the reforms can be made clear with refer-
ence to Figure 4 above and by two additional figures. As in Figure 4, I con-
tinue to use a conceptual representation of social security provisions in Ger-
many as an example. Figure 8 shows the effect of a three-year increment in
eligibility ages. The assumption is that the first age of eligibility in Germany
(for receipt of benefits from the disability program) is 57. Under this illus-
trative reform, benefits would be zero at ages 57, 58, and 59. Benefits would
first be available at age 60. In the United States, for example, this illustra-
tive reform would increase the age of first eligibility from 62 to 65.

Figure 4 illustrated the effect of actuarial reform in Germany. As ex-
plained above, such reform in Germany can be very important. On the other
hand, actuarial reform in the United States would have little effect since
the system is already actuarially fair between 62 and 65, although the de-

FIGURE 8   Germany: Base and 3-year increment
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layed retirement increase is not yet quite actuarially fair. In other coun-
tries, the actuarial adjustment could in fact increase average benefits. In
France, for example, the normal retirement age is 60, without actuarial ad-
justment in cases where retirement is delayed. But the actuarial reform
would increase benefits taken after age 60.

Figure 9 shows the effect of the common reform in Germany, and,
for comparison, shows the three-year increment and the actuarial reforms
as well. Since the common reform in Germany would increase the age of
first eligibility by three years, the common reform incorporates the three-
year increment in eligibility. In addition the common reform incorporates
actuarial reduction in benefits before and actuarial increase in benefits
after the normal retirement age. Finally, the common reform in Germany
implies a substantial reduction in benefits at the normal retirement age of
65. In short, the receipt of benefits is delayed by three years—from 57 to
60 in the conceptual illustration—benefits at the normal retirement age
are reduced from 100 to 75 percent, and normal retirement age benefits
are adjusted actuarially if taken before or after the normal retirement age.
As Figure 9 suggests, the combined effect of these changes can be large in
Germany. Benefits before age 60 are no longer available. When they be-
come available at age 60 there is no financial incentive to take benefits
then as opposed to some later age. And, when the normal retirement age
is reached there is no financial incentive to take benefits at that age as
opposed to some later age.
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As our work progressed it became clear that we could not rely on a
single estimation method or a single simulation method to obtain results.
Thus based on the findings for each of the countries, and based on collec-
tive discussions with all of the participants, we concluded that we should
make calculations on the basis of two principal estimation specifications
and three simulation methods. The goal was to provide estimates that
were likely to bracket the actual responses that might be expected if plan
provisions were changed. With only one exception, all of the results sum-
marized below are based on the option value estimation method (OV)
and are based on the simulation method that I believe gives the most
reliable long-run effects of the illustrative changes in plan provisions in
most countries.

Three-year increment in eligibility ages and
labor force participation

The basic findings can be illustrated in two figures. Figure 10 shows the
effect of the three-year increment in eligibility ages, based on the method
that we believe is most likely to reflect the long-run effect of such a re-
form. To help standardize for the wide variation across countries in the
age at which retirement begins, each bar shows the reduction in the frac-
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SOURCE: Gruber and Wise (2004b: 28, Figure 15).
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tion of the population out of the labor force (OLF) four years after the age
at which a quarter of the population has retired (which is an “effective
retirement age”). There are two notable features of this figure. The first is
that the average reduction in the proportion OLF—47 percent—is very
large. The second notable feature is the similarity across countries. The
reduction is between 34 and 55 percent in nine of the 12 countries. In
Germany and Sweden, the reductions are 77 and 68 percent respectively.
(The average reduction is 28 percent using the simulation method that
we believe is likely on average to substantially underestimate the response
to the three-year increment.)

The common reform and labor force participation

Figure 11 shows the effect on the proportion out of the labor force under
the common reform. In this figure, it is clear that the greatest reductions in
the proportion OLF under the common reform are realized in the countries
with the youngest effective retirement ages. For the six countries with sub-
stantial retirement before age 60, the average reduction in the proportion
OLF is 44 percent. For the six countries in which most retirement is after
age 60, there is a 4 percent average increase in the proportion OLF.
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The systematic pattern of these results shows a strong correspondence
with intuition. For the six countries with the youngest effective retirement
ages, the common reform represents a substantial increase in the youngest
eligibility age, and the actuarial reduction means that benefits at this age
are much lower than under the base country plans. Thus, for these coun-
tries, the proportion out of the labor force should decline under the reform,
and that is the case for every country except Canada. But for the six coun-
tries with older retirement ages, the common reform may reduce the earli-
est eligibility age—as in the United States—and may provide a greater in-
centive to leave the labor force. In addition, the 60 percent replacement
rate at the normal retirement age represents an increase in the replacement
rate for some countries, such as the United States, and a reduction in the
rate for other countries. Consequently, in three of these six countries, there
is an increase in the proportion OLF under the common reform simulation.

A key reason for simulating the common reform was to determine
whether the results would correspond with intuition based on current plan
provisions. That the correspondence is close adds credence to the estima-
tion and simulation methods and to the overall results.

We concluded the summary of this phase of the project (Gruber and
Wise 2004b) with these comments:

In short:  the results in this volume provide an important complement to the
first volume.  The results leave no doubt that social security incentives have a
strong effect on retirement decisions.  And the estimates show that the effect
is similar in countries with very different cultural histories, labor market in-
stitutions, and other social characteristics.  While countries may differ in many
respects, the employees in all countries react similarly to social security re-
tirement incentives.  The simulated effects of illustrative reforms reported in
the country papers make clear that changes in the provisions of social secu-
rity programs would have very large effects on the labor force participation
of older employees. (Gruber and Wise 2004b: 36)

Phase III: The fiscal effects of changes in
plan provisions

The third phase of the project focused on estimation of the fiscal effects of
changes in the provisions of social security systems. The results in this phase
rely on the retirement model estimates obtained in the second phase. We
simulate the fiscal effects of the three illustrative reforms.

Our goal was not to calculate the long-run balance sheets of social
security systems, as the US Social Security Administration does, for example.
Rather the approach we chose was designed to illustrate the fiscal implica-
tions by calculating the implications of reform for a specific cohort or for a
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group of cohorts. For example, in the United States, the calculations show
what the fiscal implications would have been had the social security provi-
sions been changed for the cohort born between 1931 and 1941 (reaching
age 65 between 1996 and 2006). As with the first two phases, the calcula-
tions were made according to a detailed template so that the results could
be compared across countries.

An example for Germany

To help to understand the calculations that were made, I first describe the
fiscal implications of actuarial reform in Germany, as reported in Börsch-
Supan, Kohnz, and Schnabel (2003, working paper). Germany has a gener-
ous social security system, with strong incentives to retire early. In addition
to the social security program per se, a large fraction of workers in Ger-
many retire through disability and unemployment programs. These pro-
grams essentially provide early retirement benefits before the social secu-
rity early retirement age of 60. Indeed, these programs provide the principal
path to retirement in Germany. In addition, as noted above, once benefits
are available, there is no actuarial reduction in benefits taken before the
age 65 “normal” retirement age (although reforms in 1992 and more re-
cently have introduced some actuarial reduction). For example, early re-
tirement benefits taken at age 60, or benefits from the disability program
taken at age 57, are the same as the age 65 normal retirement benefits. This
provides an enormous incentive to take benefits when they are first avail-
able. If they are not taken, they are simply lost; there is no offsetting in-
crease in benefits if they are received for fewer years.

Suppose that benefits in Germany were actuarially fair, so that ben-
efits received prior to age 65 were reduced by 6 percent per year, and
benefits received after 65 were increased by 6 percent per year. Table 1
shows the effect of this change on the mean retirement age for the sample
of workers used in the analysis. The mean retirement age for men under
the base (current provisions) is 62. The base simulation yields a mean re-
tirement age very close to the sample mean. Actuarially fair reduction in

TABLE 1 German illustration: Effect of actuarially
fair reduction in benefits on retirement age for men
and women (based on OV model)

Model Men Women

Sample frequencies 61.9 61.7
Base simulation 62.1 62.0
Actuarially fair simulation 65.2 64.6

SOURCE: Börsch-Supan, Kohnz, and Schnabel (2003, working paper).
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benefits would increase the retirement age by about three years for both
men and women. Figure 12 shows the change in the distribution of re-
tirement ages for men; there is a clear shift to older ages throughout the
distribution.

The fiscal implications of this change are shown in Table 2. The total ef-
fect of the reform is decomposed into two parts—the “mechanical” effect that
would exist if retirement ages did not change, and the behavioral effect that is
attributable to change in retirement ages. Benefits received at any age before
65 are reduced actuarially, and benefits received after age 65 are increased ac-
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FIGURE 12   Germany: Distribution of retirement ages, actuarially fair
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SOURCE: Börsch-Supan, Kohnz, and Schnabel (2003, working paper).

TABLE 2 German illustration: Fiscal implications of
actuarially fair reform: Change in present discounted value,
euros per worker (based on OV model with dummies shifted)

Mechanical Behavioral Total
effect effect effect

Benefits –37,056 19,632 –17,423
Contribution 0 16,766 16,766
All taxes –1,558 50,608 49,049
Net change –35,497 –47,741 –83,238
Percent change –18.3 –24.6 –42.9

SOURCE: Börsch-Supan, Kohnz, and Schnabel (2003, working paper).
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